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Abstract

Information acquisition is an important aspect of decision making. Acquiring
information is costly, but the cost of information acquisition is not typically observable
and hence it is not obvious how it can be measured. Using preference over menus,
de Oliveira, Denti, Mihm, and Ozbek [15] provide an axiomatic foundation for the
additive costs model of information acquisition. If obtaining signals from experiments
is time-consuming, such as in the case of a long-run investment decision, however,
costs may be measured as a discount factor or waiting time for acquiring information.
We propose a general class of representations which allows for non-additive costs
for information acquisition and provide its axiomatic foundation. Furthermore, the
discounting costs model is characterized as a special case.
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1 Introduction

Information acquisition is an important aspect of decision making. Imagine an economic
agent who determines to what extent the agent gets informed and optimally solves a trade-
off between benefits obtained from learning an additional piece of information and its
associated costs. As in the growing literature of rational inattention (Sims [29]), such a
decision making has been recognized increasingly in economics. A feature of this literature
is that various implications of the model crucially depends on the specification of costs
for acquiring information. However, the cost for information acquisition is not typically
observable and hence it is not obvious how it can be measured.

There are two approaches for identifying costs of acquiring information. One is to
consider a stochastic choice as a primitive. This approach is taken by Caplin and Dean [4].
Consider a situation where an agent receives a subjective signal, and afterwards, makes
a choice from a feasible set (called a menu). Since signals arrive stochastically, observed
choices from the menu also becomes stochastic. Hence, by starting with stochastic choice
across various menus, an information structure and the associated costs from information
acquisition behind the choice may be revealed from the choice data.

The other is to consider preference over menus. This approach is taken by de Oliveira,
Denti, Mihm, and Ozbek [15]. Consider a situation where an agent chooses a menu. Pre-
sumably, during this choice, he anticipates a costly information acquisition and a subsequent
choice from the menu after the arrival of new signals. Therefore, this kind of data are rel-
evant for making inference about costs of information acquisition. The stochastic choice
approach considers ex post choices after arriving subjective signals, while the preference-
over-menus approach considers ex ante menu choice before arrival of signals. Thus, the two
approaches are complementary to each other.

Though the existing literature of information acquisition, both in applications and foun-
dations, typically assumes additive costs, there are some instances where implications of
additive information costs are not necessarily reasonable. For example, if obtaining signals
from experiments is time-consuming, such as in the case of a long-run investment deci-
sion, costs may be measured as a discount factor or waiting time for acquiring information.
Chambers, Liu, and Rehbeck [9] take the stochastic choice approach and identify non-
additive information costs and in particular, multiplicative costs. The latter is particularly
interesting because it can be interpreted as discounting costs. In the present paper, we
take the preference-over-menus approach and identify unique (possibly non-additive) costs
of information acquisition. Thus, our result is a generalization of de Oliveira, Denti, Mihm,
and Ozbek [15] and complementary to Chambers, Liu, and Rehbeck [9].

More precisely, we consider the following model. Let €2 be a finite set of objective
states and X be a set of lotteries. A function f : ) — X is called an act. We consider a
finite subset F' of acts, called a menu, as a choice object. Suppose that the agent has an
expected utility function u : X — R and an initial prior p over (). Before making a choice
from a menu F', the agent may conduct an additional experiment or engage in information
acquisition, which generates signals about states. The agent updates his prior and makes



a choice from the menu contingent upon posteriors. Formally, information acquisition is
interpreted as a choice of an information structure 7 € A(A(2)) whose prior coincides with

D
Given each menu F, the value of information of 7 is defined as!

w

m = [ (n u<f<w>>p<w>) dn(r).

After choosing the information structure, the agent observes a signal and updates his prior
belief to the posterior p. Given the posterior belief p, the agent chooses an act f from a
menu £’ to maximize the expected utility. The value of information is computed as the
expectation of these maximum values with respect to the distribution over signals, given
by .

We axiomatize the following representation: A preference 2~ over menus admits a Costly
Subjective Learning Representation if there exist an expected utility function v : X — R, a
prior belief p over €2, a function W (7, t), interpreted as a net benefit function of information
acquisition, such that

U(F) = max W(m, by(m)) (1)
well(p)
represents 2, where I1(p) is the set of information structures consistent with the prior. This
representation is given as an indirect utility function of the maximization where the agent
optimally chooses an information structure by considering benefits and costs of acquiring
information. We impose reasonable properties on W, which justify our interpretation of W
being a net benefit of information acquisition.

In the Costly Subjective Learning Representation, costs for information acquisition are
implicitly incorporated into W. A special case is the rationally inattentive representation,
considered in de Oliveira, Denti, Mihm, and Ozbek [15]:

U(F) = max (bp(m) — c()), (2)
well(p)
where ¢(7) is a cost function to choose . It is easy to see that (2) is obtained from (1)
with specifying W (r,t) = t —¢(m). In terms of axiomatization, this class of representations
is characterized by adding one more axiom to (1).

By adding yet another axiom to (1), we also characterize an alternative specification
of the Costly Subjective Learning Representation. A preference >~ over menus admits an
optimal waiting representation if there exist a discounting function f(w) € [0,1], and a
premium function ~y(7) € [1, oo] such that

U(F) = max [3(m)(bp(m))" — ~(m)(bp(r)) "]

mell(p)

represents 7Z, where (¢)7 = max{0,t}, (t)” = max{0, —t} for ¢t € R, and co x 0 = 0 with

~o)

convention. If b%(7) is positive, it is discounted by [(7), while if bl%(7) is negative, the

'We borrow the same notation from de Oliveira, Denti, Mihm, and Ozbek [15].



loss is amplified by the premium rate (7). In this representation, the agent behaves as
if he optimally chooses an information structure 7 by taking into account trade-offs with
waiting time, captured by discounting B(m) or premium rate (7).

To prove the main theorem, we borrow techniques from the literature of choice under
ambiguity. Indeed, the additive cost model satisfies the property, called translation in-
variance, and has a parallel relationship with the variational representation of Maccheroni,
Marinacci, and Rustichini [27]. On the other hand, the optimal waiting representation
satisfies homotheticity and has a parallel relationship with the confidence representation
of Chateauneuf and Faro [10]. The Costly Subjective Learning Representation nests both
classes, and is a counterpart of the uncertain averse representation of Cerreia-Vioglio, Mac-
cheroni, Marinacci, and Montrucchio [8].

1.1 Implications of additive and discounting costs

For simplicity, assume that the objective state space is given by Q = {w;,wy}. In this
illustration, an act is a function defined on €2 which pays a positive payoff according to
a realization of states. Hence, an act is identified with (z1,zs), where x; € R is a payoff
when w; is realized, and is interpreted as an investment. Payoffs are interpreted as either
monetary prizes with assuming the agent’s being risk neutral or utils.

Imagine an agent who faces with a decision about investment opportunities, which are
regarded as menus of acts. The agent has preference over menus of acts.

Suppose that

{(100,0)} ~ {(0,100)} ~ {(50,50)}.

The first indifference ranking implies that the agent’s prior over states is given by (%, %) The
second indifference ranking suggests that his willingness to pay to each act is 50. Suppose
that a menu {(100,0),(0,100)} is also available. If this menu is chosen, the agent can
postpone his investment decision in the future. If a choice is made from {(100,0), (0,100)}
based on his prior, the willingness to pay for such a choice is still 50. But, presumably,
facing with the menu {(100,0), (0,100)}, the agent optimally solves a problem of costly
information acquisition, in which case the agent can make a decision contingent upon
arrivals of new information. If the agent anticipates such an information acquisition, he

may exhibit preference for flexibility such as
{(100,0), (0,100)} ~ {(60,60)} > {(100,0)} ~ {(0,100)}.

If evaluated at an optimal information structure, {(100,0), (0, 100)} is worth 60. Therefore,
the marginal (net) benefit of acquiring this information structure is given as 10.

Let us consider an implication of the additive cost model given as in (2). Since the
additive cost model satisfies the property, called translation invariance, for all positive m,

{(100 +m, m)} ~ {(m, 100 +m)} ~ {(50 +m, 50 +m)},
and {(100 4+ m,m), (m, 100 +m)} ~ {(60 4+ m, 60 + m)}.



These rankings suggest that the marginal (net) benefit of acquiring a new information
structure is still given as 10, which implies that an optimal level of information acquisition
is invariant between {(100,0), (0,100)} and {(100 + m,m), (m, 100 +m)} for all m > 0.

However, a level of common payoff m may affect an incentive for costly information
acquisition. If the agent anticipates that information search is a time-consuming task, costs
for information acquisition come from time delay of decisions or discounting associated with
the waiting time. On the one hand, if m is sufficiently large, the significance of the state-
dependent payoff of 100 relative to the constant payoff m seems to be diminished. On
the other hand, if the decision is delayed by information acquisition, the constant payoff
m is also delayed and this cost from waiting becomes more significant when m is larger.
Thus, the agent may become less willing to acquire a new information structure and quit
information acquisition sooner. Consequently, he may exhibit

{(60 +m, 60 +m)} = {(100 +m,m), (m, 100 + m)} > {(50 + m, 50 +m)}

for large m > 0. Note that {(60+m, 604+m)} is indifferent to an alternative where the agent
is supposed to choose between (100,0) and (0,100) and is given m immediately. On the
other hand, when the agent faces with {(100 +m, m), (m, 100 + m)}, he solves an optimal
waiting time by considering both information acquisition for state-dependent payoff of 100
and costs from delaying a constant payoff m. He will end up with a sub-optimal level of
information acquisition (compared with the case of {(100,0), (0,100)}) and some delay to
obtain m. Thus, {(100 + m,m), (m,100 4+ m)} is less preferred to {(60 + m,60 + m)}, as
stated above.
In the case of an optimal waiting representation as given in (1),

U({(100 4+ m, m), (m, 100 + m)})
= mgx B(Tr)b{(lOO—i—m,m),(m,lOO—i—m)}(7T> = mﬁLX 5(7)(b{(10070),(0,100)}(7T) +m)

= B(7")b{(100,0),(0,100)} () + B(7*)m < B(7)b((100,0),(0,100)3 (77) +m
< mgx B(T{')b{(loo’g)’(o’loo)}(7T) +m = U({(IOO, 0), (0, 100)}) +m

= U({(60,60)}) +m = U({(60 + m, 60 +m)}).
Moreover,
U({(100 +m,m), (m, 100 +m)})
= max B(T)by(100+m,m),(m,100-+m)} (T) = max B(m) (bg(100,0,(0,100)3 () + M)
> B3(05) (b{(100,0),(0,100)} (95) + 1) = b{(100,0),(0,100)} (95) + ™
= U({(50,50)}) +m = U({(50 +m, 50 +m)})

because B(d5) = 1, that is, there is no discounting if the choice is made according to the
prior information. Therefore, the optimal waiting representation is consistent with the
above intuition.



1.2 Related literature

By investigating preferences over pairs consisting of an action and a menu of acts, Hyogo [22]
characterizes general models and additive models of costly information acquisition. Though
information contents are subjective, he assumes that choices of informations are observable.

In the literature of preference over menus, subjective optimization is introduced by
Ergin and Sarver [21] in the context of contemplation costs. They generalize the additive
representation of Dekel, Lipman, and Rustichini [12], and characterize the additive cost
function for contemplating subjective states, which is technically regarded as a counterpart
of the variational preference of Maccheroni, Marinacci, and Rustichini [27].

Dillenberger, Lleras, Sadowski, and Takeoka [18] extend the framework of Dekel, Lip-
man, and Rustichini [12] by considering preference over menus of acts as in the present
paper. They derive a subjective information structure from preference and call their frame-
work the subjective learning. In their framework, the agent uses a single information struc-
ture for all menus. To accommodate the menu-dependent aspect of information acquisition,
de Oliveira, Denti, Mihm, and Ozbek [15] generalize the subjective learning model and char-
acterize a subjective optimization under additive costs for information acquisition. As a
special case of the additive costs, de Oliveira [14] axiomatizes a specific cost function, called
the relative entropy, which is commonly used in the literature of rational inattention.

Dillenberger, Krishna, and Sadowski [16, 17] consider repeated decisions of informa-
tion acquisition in an infinite horizon framework of menu choice. Their main focus is to
model information acquisition from a constrained set of information structures. This spe-
cific setting only admits a constraint without cost functions, and is called a constrained
information model. The agent in this model faces a trade-off between acquiring information
and its timing because of discount factors. But, unlike our optimal waiting representation,
a discount factor itself is independent of information acquisition.

An alternative approach to identify costs for information acquisition is to consider a
stochastic choice from menus of acts. Caplin and Dean [4] identify additive costs for infor-
mation acquisition from a state-dependent stochastic choice. Caplin, Dean and Leahy [5]
and Denti [13] also take a state-dependent stochastic choice as primitives and characterize a
specific class of additive costs, called posterior separable costs, which includes the expected
relative entropy of posterior and prior beliefs used in the literature of rational inattention.
Chambers, Liu, and Rehbeck [9] take the same primitives of Caplin and Dean [4] and
identify non-additive information costs and in particular, multiplicative costs. Thus, their
result is complementary to our result established in the model of preference over menus.

Lin [25] provides a parsimonious model by only assuming state-independent stochastic
choice, which is built on the framework of Lu [26], and characterizes additive costs. Duraj
and Lin [19] also take the parsimonious framework and characterize discounting costs.

Ellis [20] considers a state-dependent deterministic choice function from menus of acts
and derives a cost function for partitions, which is interpreted as costly partitional learning.
Aoyama [1] extends Ellis [20] by incorporating decision time as a part of primitives and
derives a cost function for filtrations.

Waiting to invest has been studied by several papers. Kendall [24] considers a similar
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problem of optimal information structure (rush or wait), but the waiting cost in his model
comes from the situation where some piece of information becomes public later. There is
no discounting in his model.

Another similar model is an optimal stopping problem. A value of a perpetual Amer-
ican option should be determined by a solution to the optimal stopping problem. In the
optimal stopping problem, an information structure, given by a underlining stochastic pro-
cess (V;)2,, is given, and an optimal stopping time 7 = (7)2°,, where 7 is V;-adaptive, is
determined so as to maximize

supE [e ™V, — I)]. (3)

On the other hand, in our model, information structures are variable. The decision maker
chooses an optimal information structure and the associated waiting time for each decision
problem. Another difference is the timing of decision about waiting time. In the optimal
stopping time, the agent makes a decision about investment according to realizations of
signals. In our model, the decision is made ex ante, that is, the agent makes a commitment
to the waiting time no matter what realizations of signals are observed until then. Indeed,
if the agent makes a commitment to the waiting time ex ante, he chooses ¢t € {0,1,2,--}
rather than a stopping time 7 = (73)22,,. In this case, (3) is rewritten as

sup e "R [V; — 1],
t

which is a special case of our waiting time representation.

In the above model, the fixed cost I for investment may matter for the optimal waiting
time. More precisely, if the cost I for investment increases, the agent tends to wait longer.
On the other hand, in the additive cost model, I is independent of the optimal waiting
time. We will make similar comparisons between the two models in Section 4.4.

2 Costly subjective learning representations

2.1 Primitives

We consider the following as primitives of the model. These primitives are exactly the same
as in de Oliveira, Denti, Mihm, and Ozbek [15].

e O ={wi,...,w,}: the (finite) objective state space

e X: outcomes, consisting of simple lotteries on a set of deterministic prizes

f:Q — X: an (Anscombe-Aumann) act

JF: the set of all acts

F C F: afinite set of acts, called a menu

7



o [F: the set of all menus

e Preference - over F

2.2 Functional form

Let p € A(Q) be the agent’s prior belief. A probability distribution 7 € A(A(Q)) is
interpreted as an information structure or a signal structure about 2. For each 7, the
initial prior p™ € A(Q) associated with 7 is defined as

P (w) = /A LT

for each w. We impose a restriction on the relationship between the prior belief and
subjectively possible information structures. We say that m satisfies a martingale property
or a Bayesian plausibility constraint (Kamenica and Gentzkow [23]) if

p" =p. (4)

That is, the initial prior associated with 7 exactly coincides with the agent’s prior belief p.
Define

lI(p) = {m € A(A(Q)) [p" =D},
which is weak* closed and convex.
Given u : X — R and a menu F, an information value of 7 € II(p) is defined as

i) = [ <2u<f<w>>p<w>) n(p).
In particular, for any singleton menu F' = {f} and = € II(p), we have
bip(m) = D ulf(w)p(w).
Q

that is, the information value exactly coincides with the expected utility of f under the
prior if the agents makes a commitment.

To capture benefits from information acquisition, we introduce the Blackwell order,
which gives a partial order on A(A(S2)) in terms of informativeness of signals.

Definition 1 A signal m € A(A(Q)) is Blackwell more informative than a signal p €
A(A(Q)), denoted m > p, if

/ ¢(p)dr(p) > / ¢(p)dp(p)
A(Q)

A(Q)

for every convex continuous function ¢ : A(2) — R.
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Since maxsep (D u(f(w))p(w)) is convex and continuous in p, we have b (m) > bi(p)
whenever 7 is Blackwell more informative than p.

The value b%(7) is the gross value of information, which dose not involve costs for
choosing w. For optimal information acquisition, the net value of information is more
relevant. We consider a function W : II(p) x R — RU {—o0} which captures the net value
of information where costs for acquiring information is taken into account. We say that W
is linearly continuous if the map

Y — sup W(ﬂ,/gpdﬂ)
mell(p)

from the set of continuous functions on A(Q2), denoted by C(A(f)), into [—oo, 00| is
extended-valued continuous. Let 4, denote the Dirac measure at a.

Definition 2 We say that W : II(p) x R — RU {—o0} is a net benefit function if
(i) W is quasi-concave, upper semi-continuous, and linearly continuous,

(11) for all m, W(m,t) is non-decreasing in t,

(111) W (bp,t) =t for the initial prior p,

(i) for allt and m,p € (p), 1> p = Wi(nm,t) < W(p,t).

The function W (r, t) captures the net benefit when an information structure 7 is chosen
and ¢ is the gross value of information. Part (i) is a technical condition to ensure a well-
defined optimization problem of information acquisition. Part (ii) states that for each fixed
7, the net benefit increases accordingly when the gross value of information increases. Part
(iii) states that the gross and net values coincide if the prior information is used. In other
words, there is no cost if there is no additional information acquisition. Part (iv) states
that a more informative signal structure is more costly. In fact, for each fixed level of
t, its net benefit is lower under a more informative signal structure. Note also that any
7 € II(p) is a mean-preserving spread of 05, and hence 7 > d5. From parts (iii) and (iv),
W(m,t) < W(dp,t) = t, which means that the net benefit is always lower than the gross
value of information ¢. Hence, the cost of choosing 7 is implicitly embodied into W.

Definition 3 A Costly Subjective Learning Representation is a tuple (u,p, W), where u :
X — R is an unbounded expected utility function with u(X) = R, p is the initial prior, and
W is a net benefit function such that 7, is represented by

U(F) = max W (m, bi(m)).

well(p)



2.3 Special cases

e Fixed information model (Dillenberger, Lleras, Sadowski, and Takeoka [18]: There
exists (u,p,7*) such that p™ = p and

U(F) = b ().

In this model, the agent has a fixed information structure, which is applied for all
menus. The fixed information model is a special case of the Costly Subjective Learn-
ing Representation when W (m,t) =t for all £ and 7 with 7* > 7 and W (m,t) = —o0
otherwise.

e Constrained information model: There exists (u,p, II) such that II C II(p) is weak*

closed and convex, and
U(F) = max bp(m).

mell

The constrained information model is a special case of Costly Subjective Learning
Representation when for all 7/ € II and 7 € II(p) with «' >, W(n,t) = ¢, and
otherwise W(m,t) = —oc.

e Additive cost model (de Oliveira, Denti, Mihm, and Ozbek [15]): There exist (u,p, ¢)
such that ¢ : TI(p) — [0, oc] is a cost function and

U(F) = max {B(r) — c{r)}.

mell(p

This model is a special case of Costly Subjective Learning Representation when
W(m,t) =t — c(n) for all 7 € II(p).

e Multiplicative cost (discounting cost) model: There exists (u,p, 8,7) such that /3 :
II(p) — [0, 1] is a discount function, 7 : II(p) — [1, 00| is a premium function, and

U(F) = max [B(m)(bj(m)) " — () (b(7)) "],

well(p)

where ()t = max{0,¢} and (t)- = max{0, —t} for all ¢t € R. If b%(7w) > 0, then
a discount factor B(m) is applied for computing its net value. If b%(7) < 0, then a
premium factor (7) is applied for computing its net value (or net loss).

2.4 Behavioral foundation
2.4.1 Basic Axioms

We provide a behavioral foundation of the Costly Subjective Learning Representation.
We start with the basic axioms that are consistent with any type of costly information
acquisition.

Axiom 1 (Order) 7 satisfies completeness and transitivity.

10



For all F,G and « € [0, 1], define a mixture of F' and G by
aF+(1—a)G={af+(1—a)g|f€F, geG}eF,
where af + (1 — a)g € F is defined by the state-wise mixture between f and g.

Axiom 2 (Mixture Continuity) For all menus F,G, and H, the following sets are
closed:

{ae[0,1]|]aF+(1—a)GzZ H} and {a € [0,1]|H Z aF + (1 — a)G}.
Axiom 3 (Preference for Flexibility) For all menus F' and G, if G C F, then F' 77 G.
This axiom states that a bigger menu is always weakly preferred.

Axiom 4 (Dominance) For all menus F' and acts g, if there ezists f € F with f(w) 2
g(w) for allw € 82, then F ~ F U {g}.

Since F' C F U {g}, the latter menu is weakly preferred by preference for flexibility.
If f(w) = g(w) for all w € Q, however, for all states, f gives a preferred lottery than g
does. In this sense, g is dominated by f. No matter what belief the agent has on states, ¢
should not be chosen over f. Thus, adding g to F' does not provide a strictly higher value
of flexibility than F.

Axiom 5 (Two-Sided Unboundedness) There are outcomes x,y € X with {z} = {y}
such that for all a € (0,1), there are z,2" € X satisfying

{az' + (1 —a)y} = {z} = {y} = {az+ (1 — a)z}.

This axiom implies the unbounded range of a utility function over outcomes X.?

2.4.2 Substantive axioms for information acquisition

A key observation is that an independence-type axiom is crucial to determine the structure
of cost functions associated with information acquisition. As a benchmark, we start with
a full independence condition.

Axiom 6 (Independence) For all menus F, G, H, and o € (0,1)

FrG << aoF+(l—a)HzZaG+(1—a)H.

2de Oliveira, Denti, Mihm, and Ozbek [15] assume one-sided unboundedness: There are outcomes
x,y € X with {«} > {y} such that for all & € (0,1), there is z € X satisfying either {az+ (1 —a)y} = {z}
or {y} > {az + (1 — a)z}. The role of our Axiom 5 is explained in the proof sketch of the theorem. See
Section 2.5.
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Dillenberger, Lleras, Sadowski, and Takeoka [18] and de Oliveira, Denti, Mihm, and
Ozbek [15] show that preference 2 satisfies the basic axioms and Independence if and only
if it admits a fixed information representation, that is, there exists (u, 7*) such that

U(F) = b ().

In this representation, the agent uses a fixed information structure for all menus. The
model does not allow for costly information acquisition. This theorem suggests that we
have to relax Independence to accommodate costly information acquisition.

The first weakening is to impose Independence only on singleton menus.

Axiom 7 (Singleton Independence) For all acts f, g, h, and o € (0,1)
{1 g} = oft+ (0 =-a){h} Z g} + (1 - a){h}.

If the agent makes a commitment to a singleton menu {f}, there is no role for infor-
mation acquisition after menu choice. Thus, the commitment rankings reflect the agent’s
prior belief over states. Singleton Independence implies that the agent follows the subjective
expected utility to evaluate acts with commitment according to his prior belief.

Formally, the next axiom requires quasi-convexity of preference.

Axiom 8 (Aversion to Contingent Planning) For all menus F' and G and o € (0, 1),
F~G = FraF+(1-a)G.

Note that aF' + (1 — «)G is the menu of contingent plans of the form af + (1 — «a)g,
where f € F and g € G. If the agent has aF' + (1 — «)G, the randomization « is realized
after the agent makes a choice from aF + (1 — a)G. Thus, information acquisition can not
be completely tailored for F' and G. The axiom states that the agent avoids contingent
planning.

Now we are ready for providing a representation theorem.

Theorem 1 Preference 7, satisfies the basic axioms, Singleton Independence, and Aversion
to Contingent Planning if and only if it admits a Costly Subjective Learning Representation
(u,p, W). Moreover, the net benefit function W is obtained as

W(m,t)= inf wu(zp), (5)

{F b (m) >t}
where xp € X is a lottery equivalent of F satisfying F ~ {xp}.

The expression of W given as in (5) provides an explicit formula for eliciting the net
benefit function. The expected utility function wu is elicited in a standard way. Then,
the gross value of information b% () is computed according to its definition. If a lottery
equivalent of each F' is elicited from the agent’s preference, the net benefit function, under
which costs for information acquisition is implicitly involved, can be computed according
to (5).

The next theorem shows the uniqueness property of the Costly Subjective Learning
Representation.
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Theorem 2 [f there exist two Costly Subjective Learning Representations of 7-, denoted
by (u;, p;, Ws) for i = 1,2, then there exist a« > 0 and 5 € R such that us = auy + f,

Py =Dy =P, and

Wa(m, t) = aW (71’, t- 6) + 05

a
for all (t,m) € II(p) x R.

Proof. By the uniqueness result of Anscombe and Aumann [2], there exist o > 0 and
p € R such that us = au + 8. Moreover, p; = p, = p. For any (7,t) € II(p) x R,

Wa(m,t) = inf  wg(xp) = inf auy(zp) +
{F |0} (m) =t} {F | abi! (m)+B>t}

=« inf ui(zp) + B = all (W,t_ﬁ) + B.

{F bt (m)>152) «

2.5 Proof sketch of Theorem 1

The following is a proof sketch of the sufficiency. We first establish a representation over
singleton menus. Singleton Independence together with the basic axioms ensures that =~
on the singleton menus satisfies all the axioms of Anscombe-Aumann model. There exists
an expected utility representation v : X — R with unbounded range and a prior p € A(2)
such that 77 over F is represented by

The property of unbounded range is implied by the Two-Sided Unboundedness axiom.
The axioms ensure the existence of lottery equivalent for all menus. That is, for all F,
there exists zr € X such that {xp} ~ F. The representation U : F — R is extended to F
by U(F) =U(xp).
For any F' € F and any p € A(Q), let

or(p) = max u(f(w))p(w).

This function ¢r : A(Q2) — R is interpreted as the support function of F. Let ®p =
{pr | F € F} C C(A(R)) be the set of all support functions. An important property of the
support function is that it identifies the menu up to indifference, that is,

Yr = pg — F~C(.

Given this identification, we can define the functional V' : & — R by V(pr) = U(F'). Since
> satisfies Mixture Continuity and Aversion to Contingent Planning, we can show that V' is
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monotone, normalized, quasi-convex, and continuous by following the techniques of Cerreia-
Vioglio, Maccheroni, Marinacci, and Montrucchio [8]. The functional V' is extended to the
set of all continuous functions C'(A(2)) by

V(p) = inf{V(or)| or € Pr, or > ¢}

for all ¢ € C(A(R2)) with preserving the above properties. Let ca;(A(€2)) be the set of
non-negative measures on A(2). For all 7 € ca; (A(Q2)) and ¢ € R, define

B(m,t) = {y € C(A(Q)) | {¢p,m) = 1}, and
W(m,t)= inf V
(mt)=_nf V(o).
where (p, ) = [ p(p Since all constant functions belong to C'(A(?)), B(w,t) #
for all and t. Thus W(7r t) < oo for all (m,t), but it is possible that W(m,t) = —o0 for
some (m,t). Moreover, since B(w,t) is homogeneous of degree zero, so is W (m,t).
Now, by definition of B, ¢ € B(m, (¢, 7)) for all . By definition of W, V() >

W (m, (p,m)) for all ¢, which in turn implies

Vig)>=  sup  W(m {p,m)),
mecaq (A(Q))

for all p. A critical step is to show that there exists 7 € cay (A(€2)) which exactly achieves
this supremum, that is, we have

Vip)=  max W(m, (p,m)).

mEcat (A(Q))

Since W is homogeneous of degree zero, the above maximum is achieved on A(A(f2)).
Moreover, the domain of the maximization problem can be restricted to

II={meA(A(Q))|W(r,t) > —oo for some t}.
Since (pp,m) = b%(m) for all menus F, 77 is represented by
U(F) = V(pr) = max W(m, bp(7)). (6)

The remaining step is to show the desired properties of W. A key property is the
Bayesian plausibility condition, that is, [T C II(p), which has no counterpart in the literature
of ambiguity. If it is the case, the maximization of (6) is taken on II(p) with additionally
requiring W(n, ) = —oo for m € II(p) \ II. The Bayesian plau81b1hty is established by
unboundedness of u.? In fact, if there exists 7* € II such that p™ ## p, we can find two

3In de Oliveira, Denti, Mihm, and Ozbek [15], the Bayesian plausibility is shown as follows: Take any
7 € II. For any natural number n and w € Q, take an act f such that u(f(w)) = n and u(f(w’)) = 0 for
all w’ # w. In case of the additive cost representation,

(prry,m) = elm) = np™(w) — () < V(pypy) = np(w),

which implies p™(w) — C(”) < p(w). Aslong as ¢(r) < oo, p™(w) < p(w) as n — oo. Since this is true for
all w, we have p™ = p. However this argument goes through only for the additive cost model. We need a
novel manner for the general model, which is shown in the present paper.
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states w and w’ such that p™ > p, and p~, < p,,. Then, as shown below, we can find two
acts f, f such that {f} ~ {f} but U{f}) < U({f}), which is a contradiction.

By definition of II, there exists some t* such that W (n* t*) > —oo. Take any a <
W (n*,t*). Let f be a constant act satisfying u(f(w)) = a for all w. Let a denote the vector
in R which takes a value of a for all coordinates. Take an alternative vector a € R® which
differs from a only in the above two coordinates w and w’, that is,

a=(a, - ,a,0u,0 - 00y, a - ,a) € R
Since u(X) = R, we can find some f € F satisfying u(f) = a. Moreover, assume a - p = a.
Thus, on the one hand, we have U({f}) =a-p=a=a-p=U({f}).

On the other hand, since p¥ > p, and p", < P, a-p" varies across all the real
numbers. By choosing @, appropriately, we can set a-p™ = t*. By assumption,

U{f}) =a<W(r ) =W(r"a-p~) < max W (m,&-p") = U{f}),

well
which contradicts to the representation.
2.6 Interpersonal comparisons
Consider two agents ¢ = 1,2 having preferences 7-; on F. The following condition is

a behavioral comparison in terms of attitude toward flexibility. The same condition is
considered in Ergin and Sarver [21], Dillenberger, Lleras, Sadowski, and Takeoka [18], and
de Oliveira, Denti, Mihm, and Ozbek [15].

Definition 4 7~ is more averse to commitment than =5 if for all F € F and f € F,
Fzo St = Fzudf)
We have the following characterization.

Theorem 3 Given two preferences =;, i = 1,2 with Costly Subjective Learning Represen-

~l

tations (u;, p;, W;) for i = 1,2, the following conditions are equivalent:
(a) 721 is more averse to commitment than o;

(b) there exist « > 0 and 5 € R such that uys = auy + 8, py = Py = p, and Wi(rm,t) >
Wa(m,t) for all (m,t) € TI(p) x R (provided u; = uy).

As shown in this theorem, more aversion to commitment implies Wy (m,t) > Wy(m,t).
That is, agent 1’s net value of information is always greater than agent 2’s. In other words,
information acquisition is always more costly for agent 2. The behavioral comparison of
Definition 4 has various implications regarding more specific representations.

Corollary 1 Assume that 71 is more averse to commitment than 7.
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(1) If both preferences admit additive cost representations, then ci(m) < co(m) for all m €
I1(p).

(2) If both preferences admit optimal waiting representations, then [y(w) > [Bao(m) and
y(m) < yo(m) for all m € T1(D).

(3) If both preferences admit constrained information representations, then for any e € I,
there exists m € 117 with m > my.

(4) If both preferences admit fixed information representations, then wi > 7.

Proof. (1) An additive cost model is a special case where W;(m,t) =t — ¢;(m). Wi(m, t) >
Wy (m,t) implies ¢p(m) < eo(m).

(2) In the optimal waiting representation, W;(m, t) = 5;(m)t for t > 0. Then, Wi (m,t) >
Wy(m,t) implies By (m) > Ba(m), while if Wi(m,t) = ~;(m)t for t <0, y1(7m) < ya(m).

(3) If Wi(m,t) > Wy(m,t), then Wy(m,t) =t implies Wy(7,t) = t. Since a constrained
information representation is a special case where W (m,t) =t for all = € II(p) such that
7' &7 for some 7’ € II, and W (m,t) = —oo otherwise, we have that for any my € Il,, there
exists my € II; with m B> ms.

(4) This follows from part 3 since II; = {7} in the fixed information representation. m

Part (1) is shown by de Oliveira, Denti, Mihm, and Ozbek [15]. Part (4) is shown by
Dillenberger, Lleras, Sadowski, and Takeoka [18].

3 Rationally inattentive representations

de Oliveira, Denti, Mihm, and Ozbek [15] axiomatize the additive cost representation for
>, which is called a rationally inattentive preference. We can characterize this class of
representation as a special case of the Costly Subjective Learning Representation.

In addition to Singleton Independence and Aversion to Contingent Planning, de Oliveira,
Denti, Mihm, and Ozbek [15] assume the following weakening of the Independence axiom:

Axiom 9 (Independence of Degenerate Decisions) For all menus F', G, all acts h,
B, and o € (0,1),

aF +(1—a){h} ZzaG+ (1 —a){h} = aF +(1—a){h'} 7 aG+ (1 —a){h'}.

Note that this axiom is a further weakening of Certainty Independence: for all menus
F, G, all acts h, and a € (0, 1),

FrG < aF +(1—a){h} = aG + (1 — a){h},

which is obviously weaker than Independence.
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It is known that given the other axioms, Independence of Degenerate Decisions is equiv-
alent to translation invariance: for all translations # on X ,*

FrG < F+0z-G+0.

This property suggests that an incentive for costly information acquisition does not change
under common translations, as discussed in Section 1.1.

As shown by de Oliveira, Denti, Mihm, and Ozbek [15, Theorem 1], an axiomatic
foundation for the additive cost model is given as follows:’

Corollary 2 Preference 77, satisfies the basic axioms, Singleton Independence, Aversion to
Contingent Planning, and Independence of Degenerate Decisions if and only if it admits an
additive cost representation, that is, there exists (u,p,c) such that

U(F) = max {by(m) — c(m)}.
well(p)

One observation is that together with quasi-convexity, translation invariance implies
convexity of the representation. One may wonder what representation is characterized if
quasi-convexity is strengthened to convexity without translation invariance being imposed.
This class of preferences is weaker than the rationally inattentive preference, but is nested
in the Costly Subjective Learning Representation.

We adapt an axiom of Mihm and Ozbek [28], which ensures convexity of the represen-
tation.

Axiom 10 (Increasing Desire for Commitment) For any menus F,G € F and lot-
teries x,y € X, if F ~ {x} and G ~ {y}, a{z} + (1 — a){y} 7 aF + (1 — a)G for any
a € [0,1].

The following result shows that if Aversion to Contingent Planning is replaced with
Increasing Desire for Commitment, the Costly Subjective Learning Representation is forced
to be convex, and then is reduce to the additive cost representation.

Corollary 3 Preference 7 satisfies the basic axioms, Singleton Independence, and Increas-
ing Desire for Commitment if and only if it admits an additive cost representation.

This result suggests that if we want to retain convexity as a reasonable property of the
representation, we cannot use any other model of subjective learning than the additive cost
model. But, this result crucially depends on our assumption that v has an unbounded range.
Since V : C(A(£2)) — R is monotone, normalized, convex, continuous, and the unbounded
range V(C(A(R))) = R, by a minor modification of Cerreia-Vioglio, Maccheroni, Marinacci,

4A translation 6 is defined as § = = — y for some z,y € X. Accordingly, for all acts f, f 4+ 60 € F is
defined as f(w) + 6 for all w as long as the operation is feasible. For all menus F', F'+ 6 is the menu given

by {f+0]|f€F}.
5In terms of the unboundedness axiom, they only require one-side of unboundedness.
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and Montrucchio [8, Corollary 38] and Strzalecki [30, Theorem 3], V' : C(A(Q2)) — R is
niveloid: for all ¢, ¢’ € C(A(Q)),

V(p) = V(¢') < sup(p — ).

Since V' : C(A(R2)) — R is monotone, normalized, and convex niveloid, de Oliveira, Denti,
Mihm, and Ozbek [15, Theorem 1] imply that a preference 27 is represented by an additive
cost representation.

4 Optimal waiting representations

In this section, we axiomatize a special case of the Costly Subjective Learning Repre-
sentation where costs for information acquisition are measured as multiplicative waits on
the value of information. As discussed in Section 1.1, such a specialization is suitable for
modeling discounting costs for information acquisition.

4.1 Functional form

We consider the situation where a cost of choosing a signal structure 7 is measured by the
waiting time or discount factor until a new signal arrives. Since the measure of cost for
information acquisition changes between gains and losses, we introduce a reference point
xo € X (such as the agent’s initial endowment) whose utility is normalized to be zero.

Definition 5 An Optimal Waiting Representation is a Costly Subjective Learning Repre-
sentation (u,p, W) such that u(zg) = 0 and for some  : I(p) — [0,1] and v : II(p) —
[1,00], W is written as

Wi(m,t) = B(m)(t)" —y(m)(t)",

where (t)T = max{0,t} and (t)- = max{0,—t} for all t € R, and oo x 0 = 0 with
convention.

The function g : II(p) — [0, 1] is called a discounting function. The properties of the
net benefit function W is inherited to S as follows:

(i) B is upper semi-continuous,
(i) B(d5) =1 for the initial prior p,
(iii) for all m,p € II(p), 7> p = B(w) < B(p).

Part (i) is a technical condition to ensure a well-defined optimization problem of in-
formation acquisition. Part (ii) states that there is no cost (no discounting) if the prior
information is chosen. Part (iii) states that if the agent wants to obtain a more informative
signal structure, he has to wait longer, that is, its waiting cost corresponds to a smaller [3.
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The function v : TI(p) — [1, 0] is called a premium function.® For some menu F', the
agent has to end up with losses or negative values of information no matter what information
structures are chosen. For example, suppose that if the agent makes a decision according
to the prior, she immediately undertakes some losses. Alternatively, she postpones the
payment of losses to conduct information acquisition. The investment decision can be made
according to more informative signals and presumably the losses are reduced. The trade-off
is that the losses have to be paid back with some premium. In such a situation, costs for
choosing information structure are measured by the premium function. The properties of
the net benefit function W is inherited to v as follows:

(i) 7 is lower semi-continuous,
(ii) v(d5) = 1 for the initial prior p,
(iii) for all m,p € II(p), 72 p = () = 7(p).

Parts (i) and (ii) are symmetric to those of discounting function. Part (iii) states that if
the agent wants to obtain a more informative signal structure, he has to pay more premium.
To interpret the functional form in Definition 5, define

I (F) = {r € IL(p) | p(x) > 0}.

Note that IIT(F) # () if b%(7) > 0 for some 7, and II*(F) = () if b%(7) < 0 for all 7. Then,
the above functional form can be rewritten as

maxren B(m)bg(m) 2 0 i IIF(F) # 0,
U(F) = { max,er Y(m)b%(m) <0 if IIT(F) = 0. (7)

In this representation, the agent behaves as if he optimally chooses an information struc-
ture 7 by taking into account the associated waiting time (captured by discount function
B(m) or premium function y(7)). The benefit of a signal 7 is its information value b% ().
The agent optimally chooses a signal that maximizes benefits multiplied by costs associated
with waiting time.

On the singleton menus, U coincides with

f maxpen B(m) S u(f (@) (w) i IF({f}) # 0.
UE) = { mayen 7 (1) S u(f(@))p™(w) i IT({}) = 0
) )

Since there is no role of information acquisition under commitment, the decision maker just
sticks to his initial belief p.

6 An information structure m with () = oo is not relevant since it is too costly and never chosen in
the stage of information acquisition.
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Figure 1 summarizes the timing of decisions. Given a menu F', suppose that the agent
chooses an information structure, say, m. After some waiting time, he receives an signal
and updates the initial belief p to p. The agent chooses an act f € F by maximizing
the subjective expected utility > u(f(w))p(w). Afterwards, a state w is realized and the
agent receives a lottery f(w). Finally, he receives a prize a according to the realization of
f(w). Alternatively, the agent may choose a more informative signal structure with longer
waiting time, and make a choice from F' according to the realization of signals. The agent
optimally solves this costly information acquisition menu by menu.

Figure 1: Timing of decisions

4.1.1 Single-crossing property under translations

Consider two information structures such that one is more informative than the other.
When the agent makes a choice on information acquisition, he has to solve a trade-off
between higher value of information and longer waiting time. As discussed in Section 1.1,
we illustrate how the willingness to wait for information is affected by adding a constant
payoff to menus.

Fix any lottery x € X. For any utility level v € R, define a v-translation of x as a
lottery z¥ satisfying u(z") = u(x) + v. If u is unbounded, there exists some v-translation
of z. For any act f € F, a v-translation of f is defined as an act obtained by applying the
above translation state by state. Finally, for any menu F', a v-translation of F'is defined
as a menu obtained by applying the above translation element by element. For each menu
F'| its v-translation is denoted by F'+ v.

Fix a menu F' arbitrarily. We denote the net value of information 7 under F' + v by

Wiax(v) = B(m) (054, (7)) = () (0F 4, (7))

Take two information structures 7# and 7l with 7## > 7l. By assumption, b% (") >
bi(ml). To separate cases of gains and losses, let v# and v* be translations under which

the gross values of information of 77 and 7% are zero, respectively. That is, by () =
Yon () = 0. Since b, (1) = bip(7) + v, we have v* = —bh(x") > —bi(xT) = v
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Hence, for any v > v*, the menu F + v gives positive values of information, b%_, (7) >
b4, (") > 0, while for any v < v, the menu F + v gives negative values of information,
by (7)) < by (7)) < 0.

The following proposition shows the single crossing property of Wg .z (v) and W .z (v)
on each domain of gains and losses.

Proposition 1 Assume that 7 > 7l with B(7") > 0 and v(7%) < co. The following
statements hold:

(i) Forv' > v > v* we have

W (v) > (3)Weoa(v) = Wea (V') > (5) Wi (V).

(ii) For v > v > vl we have

(iii) For vl > v > v, we have

WL (U/) > (>>WF’7|-H (Ul) = Wg,e (v) > (>)WF’ﬂ-H (v).

Part (i) states that if the agent is reluctant to choose a more informative signal structure
at a moderate payoff translation v, so is he at a greater payoff translation v’. Similarly, part
(iii) states that if the agent is reluctant to reduce losses by choosing a more informative
signal structure at a moderate v, so is he when the menu is translated further toward the
direction of losses. This result suggests that the agent has a weaker incentive for acquiring
additional information when a constant payoff with a greater magnitude is added to menus
on each domain of gains and losses.

4.2 Axiom

We turn to the behavioral foundation of the optimal waiting representation. As shown in
the previous subsection, adding constants affects the incentive for information acquisition,
which may lead to violation of Independence. For its axiomatization, we identify instances
where the incentive for information acquisition is invariant.

Suppose that information acquisition entails a time-consuming task and the agent cares
about payoff-discounting from waiting time until arrival of signals. Suppose that pay-
offs are given as utils and {(100,0), (0,100)} ~ {(60,60)}. For a positive a, the menu
{(«100,0), (0,«100)} is interpreted as a scale up or down of the menu {(100,0), (0,100)}
toward the origin (0,0). Since « is a common multiplier for all payoffs, it is independent
of discounting, and hence does not affect an incentive for information acquisition. Conse-
quently, the agent will be indifferent between {(«100,0), (0,«100)} and {(a60, a60)}.

The following axiom is motivated by the above observation. Recall that z is a reference
point.
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Axiom 11 (Reference-Point Independence) For all menus F' and G and o € (0,1),
FrG << aoF +(1-a){ze} Z aG+ (1 — a){xe}.

This axiom states that Independence holds only when menus are mixed with the refer-
ence outcome.

Theorem 4 Preference 77, satisfies the basic axioms, Singleton Independence, Aversion to
Contingent Planning, and Reference-Point Independence if and only if it admits an optimal
waiting representation, that is, there exists (u,p, 5,7) such that

U(F) = max [B()(bp (7)) " — v(m) (b (7)) 7],

well(p)

Compared with de Oliveira, Denti, Mihm, and Ozbek [15], we can characterize the
optimal waiting representation by replacing Independence of Degenerate Decisions with
Reference-Point Independence.

The following is a proof sketch of the sufficiency. The axioms imply that - admits a
Costly Subjective Learning Representation such as

Vip) = Lomax W(rm,{p,m)),

where ¢ is a continuous function on A(2) and (p, 7) = [ ¢(p) dr(p). Since u : X — R is an
expected utility, we can assume u(xg) = 0, where z; is a reference point. Since 77 satisfies
Reference-Point Independence, we can show that V' is positively homogeneous, which in
turn implies that W (r, t) is homogeneous of degree one in ¢t. By defining f(r) = W(x, 1)
and y(m) = =W (m,—1), V can be rewritten as

Vig) = _max [B(m)((e,m)* = 1(m)((p.m) )

This type of specification of W has a counterpart in decision making under ambiguity,
which is called the confidence model (Chateauneuf and Faro [10]). Finally, we show that
discounting and premium functions, 5 and +, satisfy the desired properties.

4.3 Uniqueness

As a preliminary, we start with the uniqueness of risk preference u and a prior belief p.

Proposition 2 Assume that there are two optimal waiting representations (u;, Py, Bi, Vi),
1 = 1,2 that represent the same preference 72 on F. Then, there exists a > 0 such that
Uy = auy and Dy = Ps.

22



Since 77 is represented by a subjective expected utility, this uniqueness directly follows
from the uniqueness of Anscombe and Aumann [2]. Since we assume that u;(z) = 0 for
all 7, we have uy = au;.

We turn to the uniqueness of discounting function S. From now on, we assume that
we have already pinned down (u,p) uniquely. We start with a casual observation. For all
7w and all menus F, the optimal waiting representation implies that for all /' and 7 with
b () > 0,

U(F) = max B(p)bp(p) = B(m)b(7).

pell
Thus, we have, for all such a ,
U(F)
Blr) < =
b ()
If 7 is an optimal information structure at F,
U(F)
B(m) = -
b ()

We extend this formula to II(p) and define a canonical discount function as follows:
Definition 6 §*:1I(p) — [0, 1] is said to be a canonical discounting function if

B (m) = inf ) ,

{FeF by (m)>0} b%()

where xp € X is a lottery equivalent of F, that is, {zp} ~ F.

Since U(F') = u(zp), this definition is consistent with the above argument. Note that
[£* is invariant for all v' = au from Proposition 2. Thus, 8* is uniquely determined from
preference and is interpreted as a measure of discounting costs from information acquisition.

To identify the premium function, take any F' such that b%(7m) < 0 for all 7. According
to the representation,

U(F) = maxy(p)bi(p) = ()b ().

Since b%(m) < 0,

v(m) > b (r)

where the equality holds if 7 is an optimal information structure at F'. Thus,

U\TF
y(m) = sup bS )
{FeF | b (n)<0} F(7T>

Definition 7 +* : TI(p) — [1, 00| is said to be a canonical premium function if

U\TF
ym)=  sup  CR)
{FeF | bt (r)<0} b ()
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By Proposition 2, v* is invariant for all positive affine transformations of w.
Say that an optimal waiting representation (u,p, 3,7) is canonical if both 5 and ~ are
canonical.

Theorem 5 If 7 satisfies the axioms of Theorem 4, then it admits a canonical optimal
waiting representation (u, p, B*,v*). If there exist two canonical representations, (u;, p;, B, 75,
t = 1,2, then there exists a > 0 such that us = auy, py =Py, B7 = B35, and v = ;.

The expressions of §* and 7* given as in Definitions 6 and 7 provide an explicit formula
for eliciting discounting and premium functions. If u and {xp} are elicited from the agent’s
preference, 5*(m) and *(7) can be computed according to their definitions.

Our uniqueness result has a parallel relationship with de Oliveira, Denti, Mihm, and
Ozbek [15]. They define a canonical additive cost function on II(p) by the formula,

c*(m) = gél;(b%(ﬂ) —u(zr)),

whereby a unique canonical representation is obtained as

U(F) = max (b%(7) — ¢ ().

well(p)

4.4 Application: Optimal sampling under discounting costs

Cukierman [11] investigate an optimal number of information acquisition periods before an
investment decision is made with assuming additive costs for information acquisition. We
adopt the same setting with assuming discounting costs and see its implications.

The state space € is taken to be the real line. The prior over €2 is given by a normal
distribution w ~ N(p, 1/7), where p is the mean and 7 > 0 is the precision. The signal s
is correlated with w according to a normal distribution s ~ N(w, 1/0), where ¢ > 0 is the
precision of the signal.

The agent’s payoff function is state-dependent and given by

u(y,w) = aw — blw —y|, a >0, b> 0.

A choice variable is y, which is interpreted as an investment decision. This payoff function
takes its maximum at y = w. Since payoffs change according to realization of w, a choice
of y is interpreted as a choice of act.

The agent can postpone the investment decision and instead observe signals, whereby
the prior is updated to a posterior according to Bayes’ rule. If signals are observed for ¢
periods, the value of information is given by

b (t) = /mgx/u(y,w) dp(wlsy, -+, 8)dmt(sy, -+, 8¢), (8)

where p(wl|sy, -+ ,s;) is a posterior conditional upon the realization of signals si,--- ,$;
and 7'(s1,---,8;) is an ex ante probability of the signal realization up to period ¢. In
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this setting, an information structure is identified with a number of periods for signal
observations. A more informative signal structure is obtained by waiting longer. The set
of information structures is given by II = {7*|¢ > 0}.

Assume that the agent’s preference is represented by an optimal waiting representation
such that a discounting function is given by an exponential discounting 3(7*) = e~ with
a constant 7 > 0. The agent solves an optimal sampling problem formulated as

max e b (t).
Cukierman [11] shows that (8) is written as

2\z / 1 \2
bt = au—b| 2
(t) = ap (n) <T+t0) ’

where 1 is the circular constant. From the FOC of max; e b (),

)~ (9)

1
To ensure that b"(¢) > 0 for all ¢, assume that ay—0b (%) > > 0. Then, it is easy to see that

u v
if 0*(¢t) > 0 and ‘%’Q(t) < 0, then gi(g) is strictly decreasing. Thus, the SOC is satisfied.
Therefore, (9) is a necessary and sufficient condition for an optimal waiting time ¢.

Now some comparative statics are possible. Note that the left-hand side of (9) is

explicitly written as

or

On the region where ap — b (%)% r3 > 0, f(z) is strictly increasing. If the precision 7 of
the prior decreases, that is, the agent becomes more uncertain about the states, f(- J:w)
moves upwards. Thus, the agent will wait longer for information acquisition.

If the mean p of the prior increases, that is, the investment becomes more profitable
on average, then f moves downwards. Thus, the agent will quit information acquisition
earlier.

These comparative statics are summarized in the following proposition.

1
Proposition 3 Assume the waiting cost model and ap — b (%)2 > 0. The agent waits
longer for signal observations if either the variance of the prior over states increases or the
mean of the prior over states decreases.
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Cukierman [11] considers the same problem by assuming the additive cost for informa-
tion acquisition. The agent solves

max {b"(t) — ct},

where ¢ > 0 is a constant marginal cost of sampling. Then, the FOC is given by

1 3
do* 2\? 1 2
dt (t) =bo (:n) (T—i-ta) ¢

It is easy to see that if 7 increases, %(t) shifts up, and hence, an optimal waiting time
increases. This observation is the same as in Proposition 3. On the other hand, the FOC
in the additive cost model is independent of p, which implies that the mean of the prior
has no impact on the optimal waiting time. This has a clear contrast with the implications

of waiting time model.

5 Constrained information representations

In this section, we consider special cases of the Costly Subjective Learning Representation,
which are nested in both additive cost and optimal waiting representations.

As mentioned in Section 2.3, the constrained information representation is the model
where the agent chooses an optimal information structure from the set of subjectively possi-
ble information structure without any costs. This class of representations is characterized by
imposing both Independence of Degenerate Decisions and Reference-Point Independence.
Formally, the result is given as follows:

Theorem 6 Assume that preference 7~ satisfies the basic azioms, Singleton Independence,
Aversion to Contingent Planning, and Reference-Point Independence. Then, = satisfies
Independence of Degenerate Decisions if and only if it admits a constrained information
representation, that is, there exists (u,p, 1) such that

U(F) = max b(T).

In the proof of sufficiency, we show that if > satisfies Independence of Degenerate
Decisions in addition, the optimal waiting representation is rewritten as a constrained
information representation. de Oliveira, Denti, Mihm, and Ozbek [15] show a symmetric
result. They show that if 7~ satisfies Reference-Point Independence in addition, the additive
costs representation is rewritten as a constrained information representation.

A further special case is the fixed information representation, which is investigated in
Dillenberger, Lleras, Sadowski, and Takeoka [18].

Corollary 4 Preference = satisfies the basic axioms and Independence if and only if it
admits a fized information representation, that is, there exists (u,p,1l = {7*}) such that

U(F) = bi(m").
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Since Independence implies all the axioms of Theorem 6, 7~ admits a constrained in-
formation representation with II. In the proof of sufficiency, we show that if >~ satisfies
Independence, II is reduced to a singleton set.

Appendix

A  Preliminaries

Following de Oliveira, Denti, Mihm, and Ozbek [15], we introduce some notions and math-
ematical preliminaries needed for the subsequent analysis. The proofs are omitted.

o C(A(£2)): the set of all real-valued continuous functions over A(2) with the supnorm
e ca(A(Q)): the set of all signed measures over A({2) with the weak* topology

e ca,(A(R)): the set of all positive measures over A(€)

e For p € C(A(Q)) and 7 € ca(A(2)), define

(p,m) = /A o @(p)dr(p).

For a subset W of C(A(?)), we say that a function V : ¥ — R is normalized if V(o) = «
for each constant function o € U; monotone if V(p) > V() for all p,v € ¥; conver if
aVip)+ (1 —a)V () > V(iap + (1 — a)y) for all ¢, € U and o € (0,1); quasi-convex
if V(p) > Viap + (1 — a)) for all p,¢ € U with V(¢) > V() and « € (0, 1); positively
homogeneous if V(ap) = aV (p) for all ¢ € ¥ and a > 0.

e O: the set of convex functions in C(A(Q))

®*: the dual cone of &, that is,
{m € ca(A(Q)) ] {(p,m) >0 for all p € D}.

The set ®* is also a closed convex cone such that 0 € ®*.

For any expected utility function v and any menu F' € F, let
pr(p) =max » u(f(w))p(w)

fer

o Op(Dr, Py): the set of functions wr(pisy, Piay)
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Note that u(X) = &x C & C &y C . Moreover, Py is convex because appr + (1 —

a)pe = PaF+(1-a)G-
Assume that u(X) = R. Then we have the following properties of ®g:

(i) PpC @

(ii) p + R = &g

(iii) app € Pp for every a >0
)

(iv) The set ®p is dense in P.

B Proof of Theorem 1

B.1 Sufficiency

First, we derive a utility representation U : F — R and define the functional V' : &p — R
as in de Oliveira, Denti, Mihm, and Ozbek [15].

Claim 1 Every menu F has a certainty equivalent xp € X such that xp ~ F.

Claim 2 There exists an expected utility function u : X — R with unbounded range and a
prior probability measure p over €2 such that the preference =~ over F is represented by the
function U : F — R defined by

U(f) =3 ulf(w))p(w)

We extend U : F — R to F by U(F) = U(zp). By claim 1, U : F — R represents .
Without loss of generality, we can assume u(zg) = 0, and by Unboundedness, U(F) = R.

Define the functional V' : &y — R by V(pp) = U(F). as in de Oliveira, Denti, Mihm,
and Ozbek [15]. They show that V' is well-defined.

Lemma 1 The functional V : &g — R is monotone, normalized, quasi-convex, and con-
tinuous.

Proof. The first two properties follow from the same argument of Claim 6 in de Oliveira,
Denti, Mihm, and Ozbek [15].

Claim 3 V : &y — R s quasi-converz.
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Proof. Following Cerreia-Vioglio, Maccheroni, Marinacci, and Montrucchio [8, Lemma
56], quasi-convexity of V' is obtained as follows: We want to show that for all F,G,
U(F) > U(G) implies U(F) > U(aG + (1 — a)F) for all « € (0,1). If F ~ G, the
desired result directly follows from Aversion to Contingent Planning. Then, we show
that F' > G implies that F' 2 aG + (1 — «)F for all « € (0,1). Suppose contrary
that there exist F' = G and a € (0,1) such that aG + (1 — @)F > F. Note that a €
{a€0,1]|aG + (1 — a)F Z F} # 0. By Mixture Continuity, this set is compact. Hence,
we can find f = max{a € [0,1]|aG + (1 — a)F 7 F'} and define Fg = G + (1 — p)F.

We claim that Fg ~ F. If § = 1, then G 77 F, which contradicts F' > G. Hence,
B < 1. Now we show that [z ~ F. Suppose contrary that Fjz ~ F', that is, F' > Fp. Since
{a €[0,1]|]aG + (1 — a)F = F} is open, we can find an open set V' such that 5 € V' and
VCc{ae€|0,1]|aG + (1 — a)F = F}. Hence there exists §' € V such that 5’ € (5,1) and
B'G+ (1 —p')F > F. This contradicts the maximality of 8. Hence, Fjz ~ F.

Since Fj ~ F, Aversion to Contingent Planning implies that F' 22 AFs + (1 — A\)F for
all A € (0,1). Since 0 < & < f3, g € (0,1). Thus, F gFﬁ + (1 — %)F = g[ﬁG+ (1—
B)F] + (1 — %)F =aG + (1 —a)F = F, which is a contradiction. Hence, F' > G implies
FraG+ (1 —a)F foral a e (0,1), as desired. =

Let ||| be sup-norm. If {¢,} is a sequence in ®p, we write ¢,, \ ¢ if it is decreasing
and it converges to ¢ in norm. The function V : &y — R is right continuous at ¢ € ®p
if {on}n € O and ¢, \ ¢ implies V(¢,) — V(). The function V' : &y — R is upper
semi-continuous if for any A > V(pp), there exists € > 0 such that A > V(¢p/) for any
Ypr € dp with HQOF — SOF’H < E€.

Similarly, if {¢, } is a sequence in @, we write ¢, @ if it is increasing and it converges
to ¢ in norm. The function V' : &p — R is left continuous at ¢ € g if {v,}, C Pr and
on @ implies V(¢,) — V(). The function V : & — R is lower semi-continuous
if for any A < V(¢r), there exists ¢ > 0 such that A < V(pp) for any ¢p € $p with
|ler — @ || < e. The function V' is continuous if it is upper and lower semi-continuous.

Claim 4 V : &y — R is continuous.

Proof. We show the claim in a similar way to Cerreia-Vioglio, Maccheroni, Marinacci, and
Montrucchio [8, Lemma 42]. Note that @ is convex.

First, we show that V' is upper semi-continuous.

Step 1: For any F,G,H € F, Mixture Continuity implies that the following sets are
closed:

{ae0,1]|aF+(1—a) Gz H} = {acl0,1]|U(aF+(1—-a)G)>U(H)}
= {a €0, 1]|V(gar+a-aec) = Vien)}
= {a e [0,1]|V(apr + (1 = a)pa) > V(pn)}
= {ae[0,1][V(apr + (1 —a)pg) = A},

where A = V(¢p).
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Step 2: For any A € R and ¢, ¢’ € O with ¢’ > ¢ and V(¢) < A, there exists a € (0, 1)
such that V(ap + (1 —a)p’) < A. Take such ¢, ¢’, and \. Suppose contrary that V(g +
(1—a)¢’) > Moralla € (0,1). By Step 1, theset A ={a € [0,1]| V(ap + (1 — a)¢’) > A}
is closed. Since (0,1) € A, we have that A = [0, 1]. This implies that V(¢) > A, which is
a contradiction.

Step 3: V is right continuous. Let ¢, \, @ such that {¢, },enU{®} C ®r. Monotonicity
implies that V(¢,) > V(pnt1) > V(@) for all n € N. Suppose contrary that V' (g,,) does
not converges to V (%), that is, there exists A € R such that V(g,) > A > V(p) for
all n € N. By Step 2, for each ¢ € $p with ¢ > @, there exists a € (0,1) such that
V(1 —a)p+ ap) < A. Take € > 0 such that $ + 1 € $p. Define ¢ = P + €1 and note
that o > (1 — )P + ap = P — ap + ap + acl =P + acl. Since @, \, P, there exists
n € N such that ¢, < P+ acl =(1 — )P + ap for all n > 7. Monotonicity implies that
Vi(pn) <V((1—a)p+ ap) < A forall n > 7, which is a contradiction.

Step 4: The result. Let A € R and S(V,;\) = {¢ € @p|V(pr) > A}. We show that
{@n}nen € S(V,A) and ¢, — ¢ € $p imply ¢ € S(V, ). There exists € > 0 such that
¢ +el € Oy for all € € [0,2]. Let &,, > 0 be such that {&,,}men C [0,2] and &, \, 0. Note
that ¢ + €,,1 € O for all m € N. Since ¢,, — ¢, for all m € N there exists n,, such that
©+eml >, . Monotonicity implies that V(¢ +¢e,,1) > V(p,,.) > A. By right continuity,
we have that V(y) = lim,, V(¢ +enl) > A

Notice that the above proof goes through when 7 satisfies Mixture Continuity and
V' is monotone. Hence, by the symmetric argument, we can show that V is also lower
semi-continuous. |

[

Define an extension of V' to C'(A(2)) by

V(e) = inf{V(er)|or € O, or = ¢} (10)
for all p € C(A(Q)).
Lemma 2 The functional V : C(A(2)) — R is a well-defined extension of V : &g — R.

Proof. Take any ¢ € C'(A(S2)). Since ¢ is a continuous function defined on a compact set
A(Q), there exist p*, p. € A(Q) such that ¢(p*) > v(p) > ¢(p.) for all p € A(Q). Since
dp is a cone including a constant function, al € ®g for all & € R, where 1 € C(A(R)) is
the constant function that takes one for all coordinates. Then, for all @ > ¢(p*), al > ¢.
Therefore, {V(pr)lor € Pp,or > ¢} # 0. Moreover, since p(p) > ¢(p.) for all p,
© > ¢(p«)1. Thus, for every ¢ > ¢, we have pr > ¢(p,)1. By monotonicity of V' on ®p,
V(pr) > V(p(pe)1) = p(p*), that is, p(p*) is a lower bound for the set. Thus, there exists
an infimum, as desired.

To verify that this V' is an extension, take any ¢g € ®p. For all ¢ > ¢, monotonicity
of V: &y — R implies V(pr) > V(pe). That is, V(pg) attains the infimum. Therefore,

V(SOG) = inf{V(SDF)’ or € Pp,pp > SOG}- u
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Lemma 3 The functional V : C(A(Q2)) — R is monotone, normalized, quasi-conver, and
continuous.

Proof. First, note that V' is monotone. Moreover, V' is also normalized.
Claim 5 Suppose that V : C(A(2)) — R is monotone. Then,
{p € C(A)|V(p) <A} ={pr € Pe| V(pr) < A} + C_(A(Q)).

Proof. D: Take ¢ = ¢p + ¢_ such that ¢r with V(pr) < A and ¢_ € C_(A(Q)).
Then, ¢ € C(A(Q2)). Since V : C(A(2)) — R is monotone, V(y) < V(pr) < A. Hence,
v € C(A(R)) with V() < A.

C: Take p € C(A(R2)) with V(¢) < A. By the definition of infimum, for any € > 0, there
exists ¢ € @ such that o > ¢ and V(p)+¢e > V(¢p). Fix e > 0 such that A > V(p)+-e¢.
Then, we can find pr € ®p such that o > pand A > V(p)+e > V(pp). Since pp > ¢, we
have p_ = ¢ —pp € C_(A(R2)). Hence, we have ¢ € {¢r € Op| V(pr) < A} + C_(A(Q)).
]

Claim 6 Suppose that V : C(A(R2)) — R is monotone. If V : &y — R is quasi-convet,
Vi C(A(R)) — R is quasi-convex.

Proof. We show that {p € C(A(Q))|V(p) < A} is convex for any A € R. Take ¢, ¢’
€ {p € C(A(Q)| V() < A}. Then, by Claim 5, ¢ = ¢ + ¢_ and ¢’ = pg + ¢ such
that o, € {pr € Pr|V(pr) < A} and ¢_,¢" € C_(A(R2)). For any a € (0,1),
Viep+(1—a)¢') = V(alpr+e-)+ (1 —a)(pe+¢L)) < Viapr+(1—a)pe) < A, where
the first inequality follows from monotonicity of V', and the second inequality follows from
quasi-convexity of V' : &y — R. Hence, {p € C(A(R))| V() < A} is a convex set for any
AeR. m

The function V : C'(A(£2)) — R is upper semicontinuous if for any A > V(y) with ¢ €
C(A()), there exists € > 0 such that A > V(¢') for any ¢’ € C(A(Q2)) with ||¢ — ¢'[| < e.
The function V' is upper semi-continuous if and only if {¢’ € C(A(Q))|V(¢') < V(p)} is
open. Similarly, the function V' is lower semi-continuous if and only if {¢’ € C(A(Q)) |V (¢') > V(p)}
is open. The function V' is continuous if it is upper and lower semi-continuous.

Claim 7 The function V : C(A(QQ)) — R is continuous.

Proof. We show that the function V : C(A(£2)) — R is upper semi-continuous. This is be-
cause Claims 4 and 5 imply that { o € C(A(Q))| V(¢) < A} =U,_cc_am@){er € Pr|V(pr) <
A} + {o_}] is open. To show this, take ¢ € U,_co_(a@)[{¢r € el V(er) < A} 4+ {9-}].
There exists ¢ € C_(A(Q)) such that ¢ € {pr € Pp|V(pr) < A} + {¢p_}. Since
{or € Op| V(pr) < A} + {p_} with ¢ € C_(A(Q)) is open, there exists ¢ > 0 such
that any ¢’ € C(A(Q)) with ||¢ — ¢'|| < € satisfies ¢’ € {pr € Pp| V(pr) < A} +{p_} C
Up_ec_(a@pl{or € Pr|V(er) <A} +{p-}].
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By the symmetric argument, V' is lower semi-continuous. m
]

For all m € ca; (A(Q2)) and ¢ € R, define

B(m,t) = {p € C(A(Q)) [{p,7) > 1}, and
Wi(r,t)= inf V(). (11)

pEB(m,t)

Since all constant functions belong to C(A(Q2)), B(w,t) # () for all 7 and ¢. Thus, W(w,t) <
oo for all (m,t), but it is possible that W (m,t) = —oo for some (7,1).

Lemma 4 For all m € ca, (A(Q)), t € R, and a > 0, the following hold:
(1) B(m,at) = aB(w,t).

(2) B(arm,at) = B(w,t).

(3) W(ar,at) = W(n,t).

Proof. (1) Take any ¢ € B(m, at). By definition, (p, 7) > at, which implies (p/a, 7) > t.
Thus, ¢p/a € B(w,t), or equivalently, ¢ € aB(m,t). The converse is also true.

(2) This part follows from the definition of B(w,t).

(3) This follows from part (2). m

We show that V is rewritten as

Vip) = e W(rm,{p,m)),

which is a counterpart of the “uncertain averse representation”of Cerreia-Vioglio, Mac-
cheroni, Marinacci, and Montrucchio [8] in our setting.

Lemma 5 For all ¢ € C(A(Q)),

Vie)>=  sup  W(m, (p,m)).
mecat (A(Q))

Proof. For every m € ca;(A(R2)), we have ¢ € B(m, (¢, 7)). By the definition of W, we
have V() > W (m, (p, 7)) for any m € ca; (A(R2)), and hence V() > Sup,c.q, (ay W (T, (0, 7)).
]

Lemma 6 For all ¢ € C(A(Q)),
Vip)= max W(r, (p,m)).

wecat (A(Q))
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Proof. We modify the proof in Theorem 1 in Cerreia-Vioglio, Maccheroni, Marinacci,
and Montrucchio [6] to our setup. We show that there exists © € ca(A(£2)) such that
V(p) = W(m,(p,7)). Then, by Lemma 5, we have V(¢) = maxqcea, (a@) W(m, (@, m)).
Let SL(p) = {¢ € C(AQ)|V(¢) < V(p)} # 0. Since V is upper-semi continuous and
quasi-convex, SL(y) is convex and open in C'(A(Q2)). Since ¢ ¢ SL(p), the separation
hyperplane theorem ensures that there exists 7 € ca(A(2)) such that (o, 7) > (¢, 7) for
all ¢' € SL(yp).

We claim that the separating 7 € ca;(A(Q2)). Fix ¢ € CL(A(R)) and ¢ € SL(p)
arbitrarily. Since V' is monotone, ¢’ > ¢’ —np for all n € N implies that V() > V(¢') >
V(¢ —np) and hence ¢' —np € SL(p) for all n € N. Then, we have that (p,7) > (¢, 7T)
—n (g, ) for all n € N. Therefore, (¢, 7) > £ ((¢/,T) — (¢, 7)) for all n € N. This implies
that (p,7) > 0 for any ¢ € C(A(R2)). Since (-, 7) is a positive linear functional, Riesz
representation theorem implies that there exists a unique 7 € cay(A(2)) representing such
a positive linear functional. By the uniqueness property, we have 7 = 7 € ca. (A(Q2)).

The property of the separating 7 € ca; (A(£2)) means that for all ¢’ with V(') < V(¢),
since (p, ) > (¢', 7), we have ¢’ ¢ B(7, (p,7)). By the contraposition, ¢’ € B(T, (¢, 7))
implies that V(¢') > V(p). That is,

Vip)= inf V(¢)=W(T,(p,n)).

@'€B(T,t)

]
By Lemmas 4 and 6, we conclude that

Vip) = Lo W(m, (¢, ).

In particular, 77 is represented by

F) = = = w ().
UF) =Vipr) = max W(m (orm)=_max Wm bi(r))

We show several properties of W.
Lemma 7 (1) For any m € A(A(Q)), W (r,t) is nondecreasing in t.
(2) W(m,t) is quasi-concave in (m,t) € A(A(Q)) x R.
(8) W(m,t) is upper semi-continuous in (w,t) € A(A(2)) x R.

Proof. (1) Take ¢t and ' with ¢t > ¢'. Since B(m,t) C B(m,t'), we have W (m,t) > W(r,t').

(2) The proof follows from Cerreia-Vioglio, Maccheroni, Marinacci, and Montrucchio
[6, Lemma 4]. Take any (m;,t;) for i = 1,2 and a € [0,1]. Let 7’ = am + (1 — a)m and
t' = at; + (1 — a)ty. Then,

B(ﬂ',,t,) C B(ﬂ'l,tl) U B(?Tg,tg),
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which implies

W(r',t') > inf V(p) = min[W(m, t1), W(me, t2)],

gDEB(ﬂ'l,tl)UB(ﬂ'Q,tg)

which means that W is quasi-concave.

(3) The proof follows from Cerreia-Vioglio, Maccheroni, Marinacci, and Montrucchio
(6, Lemma 5]. Take any 7 € A(A(2)) and «,t € R such that W (7, 1) < a. There exists
¢o € C(A(R)) such that (@o,T) > and V(pg) < o. The sequence @™ = ¢q+ +1 converges
to ¢ as n — 0o. Since V' is upper semi-continuous, there exists @ such that V(p") < a.
Moreover,

_ 1 _ 1
T = (o, T) + =(1,7F) > E+ —.
<9077T> <90077T>+ﬁ< ) >— +ﬁ
Note that the set )
O = {r e AAWQ) (", m) > (¢"T) — 5=}
is open in the topology induced by the weak* topology. It is easy to see that O x (—o0, f—i—%)
is an open neighborhood of (7, 7). Moreover, for all (,t) € O x (=00, + 5=), we have

1 S 74 1
2n — n 2n 2n

<90ﬁ7 7T> > <(pﬁ7 ﬁ> -
Hence, W(m,t) < V(¢") < «, and W (m, 1) is upper semi-continuous. ®
Lemma 8 W s linearly continuous.

Proof. As shown in Lemma 3, V' is continuous on C(A(f2)). Moreover, V is written as

Vo) = Bk, W m em),

which implies that W is linearly continuous. m
Lemma 9 For all m € A(A(Q)) and t € R,

Wi(mt)= inf V(prp)= inf u(zp).

F
wr€B(m,t) {F | b%(m) >t}
Proof. It is enough to show that

f V(ip)= inf V )

anl Vo = Bl Vier)
For all ¢ € C(A(Q)), define D(p) = {¢r € Pr : pr > ¢}. Since B(m,t) N D(p) C B(w,t),
infuepy V() < infyepiy V(pr). Hence, it is enough to show the converse, that is,

inf,cp@y V() > inf,,cn@n Vier).
Take any € > 0. By definition of infimum, there exists ¢° € B(m,t) such that V(¢°) <
inf,epry V(g) + €. By definition of V', inf, cpe) V(pr) < infuepiy V(p) + €. Again,
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by definition of infimum, there exists ¢% € D(¢°) such that V(¢%) < infuep@y V(e) +e.
Moreover, since ¢3 > ¢° and ¢° € B(m,t), we have (5%, m) > (¢°,m) > t, that is,
©5% € B(m,t). Consequently, for all € > 0, we can find some 3% € B(m,t) such that

Vier) < inf V :
(vi) < nf Vie)+e

By definition of infimum,

inf V < inf V .
oreB(n) (¢or) oeB(m) (p)+e

Therefore, we have the desired result as e — 0. =
Lemma 10 W (d5,t) =t.
Proof. Take a lottery x whose value is u(x) = ¢t. The representation implies

t = =V z}) = w ,b’U« = 4 ’t '
w(@) = V(pw) emax (7, 0 (7)) reA(AQ) (%)

Thus, t > W (m,t) for all T € A(A(Q)).
It is enough to show that W (dz,¢) > t. For all menus F,

(o 0p) = max d ulf(@)p(w) = 3 ul(f"(@)p(w),

where fI € F is a maximizer. By monotonicity of V,

Vipr) > Vipgr) =U{F ) =Y u(f"(w)pw) = (pr,6).

w

Thus, by Lemma 9,

W(op,t)= inf V(p)= inf V(pp)> inf (pp, d) >t

p€EB(dp,t) prEB(65,t) " prEB(S5,t)
as desired. =
Lemma 11 If 7> p, W(m,t) < W(p,t) for all t.

Proof. If 7> p, (pp, ) > (pp, p) for all menus F. Thus, B(p,t) C B(m,t), which implies,
together with Lemma 9,

Wi t)= inf V(pr)< inf V(epr)=Wi(p,t).

prEB(m,t) "~ wreB(p;t)

Define
II={meA(AQ))|W(r,t) > —oo for some t}. (12)
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By Lemma 10, ¢; € II. In particular, IT # (). Since any 7 ¢ II never achieves the maximum
of W, the representation U is rewritten as

U(F) = V(pr) = maxW(m, (pp, m)).

Finally, we show the Bayesian plausibility condition of II. For all = € II, let
p" =/ pdm(p) € A(Q).
A(Q)

Lemma 12 II C II(p).

Proof. We show that for all 7 € II, p™ = p. Seeking a contradiction, suppose that there
exists 7* € II such that p™ # p. There exist w and ' such that p* > p, and pT, < P,

By definition of II, there exists some t* such that W(n*,t*) > —oo. Take any a <
W (n*,t*). Let f be a constant act satisfying u(f(w)) = a for all w. Let a denote the vector
in R which takes a value of a for all coordinates. Consider a vector

a= (CL,"' 7avaW7a7"' 70’760.)/70’7'” ,CL) ERQ
which satisfies a-p = a. Since a-p = a, a can be regarded as a utility act which is indifferent
to a constant utility act a under the subjective expected utility with p. From a-p = a, we
have

ﬁwa/w + pw’ﬁw’ = ﬁw& + pw’aa

or _ _ _
Ay = A — ?—“Ziw, where A = ZM. (13)
pw/ pw’
From (13),
a-p" = Gy +pNaw + (1 —p~ +p7)a
= (p% —P)aw + (D7) — Doy )luy + Pyl + Pyl + (1 — p= + ) )a
= (P = D)aw + (0l — Do)l + Pt + Da+ (1 —pf +p5)a
* — Z_jw T — ~
= {(pw — D) — ]3—(1%,/ - pwf)} a, + B
_ PP, __ DD,y 'dw + B, (14)
Py
where

B=(pl, —Py)A+D.a+Dya+ (1—pl +pl)a.

Since p*~ > p,, and p7, < P, the multiplier of @, in (14) is positive. Since (14) is a positive
linear function with respect to @, a - p™ varies across all the real numbers. By choosing
a., appropriately, we can set a - p™ = t*.
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Since u(X) = R, we can find some f € F satisfying u(f) = a. By construction,
U({f}) =a-p=a. However, by assumption,

U({f}) =a< W t")=W(r*a-p" ) <maxW(m,a-p") = max W(r, (o™,

mell mell

which contradicts to the representation. m
By Lemma 12,
U(F) = V(er) = max W(m, (¢p,T))

well(p)

is a Costly Subjective Learning Representation.

B.2 Necessity

Now, we show that the axioms are satisfied. Let >~ be the preference U represents. It
is obvious that 77 is complete and transitive. Since u(X) = R, - satisfies Two-Sided
Unboundedness.

Mixture Continuity

Take any F,G € F and « € [0, 1]. From the representation,

U(aF + (1 - )G) =mas W (m,bp oy (7))

mell
= max W(r, (apr + (1 — @)pg, ).
Since W is linearly continuous, U(aF + (1 — «)G) is continuous in a. Hence, U(a™F +
(1—-a")@G) = U(aF + (1 — a)G) as ™ — «, which implies Mixture Continuity of 7.

Preference for Flexibility

Take any F' and G with G C F. We have b%(m) > bi(mw) for all m. Since W(m,t) is
non-decreasing in t,

U(F) = max W(m, b(m)) > max W(m, bi(m)) = U(G),

mell mell

which implies that - satisfies Preference for Flexibility.

Dominance
Take any F' and g. Assume that there exists f € F such that {f(w)} 2 {g(w)} for all w.

Since b (m) = b, () for all m,

U(F) = max W(m,bi(m)) = max W (m, by 0 (7)) = U(F U {g}).

mell mwell

Thus, Dominance holds.
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Singleton Independence

For any f € F and 7 € I, we have

b () = S u(f ) (@) = 3 ulf(w)Bw).

Q

Since m B> §; for all 7 € I, we have t = W (0p,t) = max,en W (m, t), which implies

U({f}) = max W(m, b{p (m)) = max W(m, Y ulf@)pw)) =Y ulf(w)pw).

mell
Q Q

Since U({f}) is a subjective expected utility function, it satisfies Singleton Independence.

Aversion to Contingent Planning

The proof follows from Cerreia-Vioglio, Maccheroni, Marinacci, and Montrucchio [8, Lemma
47]. It suffices to show that V() = sup,en W(m, (@, 7)), which is defined on A(A()), is
quasi-convex. In fact, if this is the case, for any F', G, and a € (0, 1),

UlF + (1 -a)G) = sug W(r, {(Part-a)c,T))
e

= sug W(r, (apr + (1 — a)pa,m))
T

< HlaX[SU.p W(T(, <30F7 7T>)7 sup W(ﬂ-’ <90F7 7T>)]
well mell

= max|[U(F),U(G)].

Now take any ¢ € R. We want to show that {¢ |V () <t} is convex. Define

L= N {el(e,m) <t'}.

(mt)EIXR : {o [ (p,m)<t'}D{e | V(p)<t}

Note that L is a convex set because it is the intersection of a family of open half spaces.
Moreover, by definition, {¢ |V () < t} C L. We will show the converse, whereby estab-
lishing L = {¢ |V (y) < t}, and hence, {¢ |V (p) <t} is convex, as desired.

Take any @ ¢ {¢|V(p) < t}. Then, t < V(p) = maxen W(m, (@, 7). There exists
7 € Il such that t < W (T, (,7)). For any ¢ with (¢, 7) > (@, 7), we have

t <W(m (g,m) < W(T (p,m) < V(p).
That is,
{el(e,m) = (@,m} C{e|V(e) >t}
or equivalently,
{el{p.m) < (@™} D {e|Vip) <t}

Since p ¢ {¢| (p,T) < (@, 7)}, by definition of L, @ ¢ L. Therefore, L C {p |V (p) < t},
as desired.
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C Proof of Theorem 3

[(a) = (b)] It is easy to see that if 7Z; is more averse to commitment than 7o, then
for all f,g € F, {f} 71 {g} if and only if {f} 72 {g}, that is, the two preferences are
identical on singleton menus. Thus, by Anscombe and Aumann [2], there exist a > 0
and # € R such that us = au; + # and that p; = p,. Without loss of generality, we
assume that u; = uy = wu. Since 2Z; is more averse to commitment than 7=, for any
FeFand f € F, F ~y {f} implies F' =y {f}. Let zk,2% € X be {z}} ~; F and
{23} ~y F. Hence, {z} ~; F 71 {z%}, which implies u(z}) > u(2%) for any F € F.
Since Wi(m,t) = inf(p |y (x> u(ap) for i = 1,2,

Wi(m,t) = inf  w(zh) > inf  w(zd) = Wa(n,t
M= sy M) 2 s vE) = Wl D)
for any (m,1).
[(b) = (a)] Without loss of generality, assume that u; = us = u. For any F' € F and
f € F, F s {f} implies that

Wrg%(};) Wa(m, bp(m)) > Wfélgé) Wa(m, by () = Zu(f(w))]_?(w)

Since Wy (7, t) > Wy(m,t) for all (m,t) € II(p) x R,

max Wi (m, bi(m)) > max Wa(r, bi(m) > Y u(f(w)plw) = max Wi(m, bpy (7).

mell(p) n€ll(p) mell(p

Hence, we have that F' 77 {f}.

D Proof of Corollary 3

We define V' : &y — R as in the proof of Theorem 1. By Lemma 1, it is normalized and
monotone.

Lemma 13 Under Increasing Desire for Commitment and Singleton Independence, V :
®r — R 15 conver.

Proof. Let {zr} be a lottery equivalent of F, that is, {zr} ~ F. The existence of a
lottery equivalent is guaranteed under Order, Continuity, Monotonicity, and Dominance.
By Singleton Independence, V(a{zr} + (1 — a){zg}) = aV({zr}) + (1 — o)V ({zc}) =
aV(F)+ (1 —a)V(G). Hence, aV(F)+ (1 —a)V(G) > V(aF + (1 —a)G). =

We use the same extension of V' to C(A(2)) as in the proof of Theorem 1. By Lemmas
2 and 3, V on C(A(R)) is well-defined, monotone, and normalized.
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Lemma 14 Suppose that V : C(A(2)) — R is monotone. Then,
{(p,}) € CAQ)) X R|V(p) < A} = {(om,A) € Br x R| V(pr) < A} + C_(A(Q)) x {0}.

Proof. D: Take p = pr+¢ and A € R such that ¢r with V(¢pp) < Aand p_ € C_(A(Q)).
Then, ¢ € C(A(2)). Since V : &y — R is monotone, V(¢) < V(pr) < A. Hence,
o € C(A(Q)) with V(g) < A

C: Take (p,\) € C(A(Q)) x R with V(¢) < A. By the definition of infimum, for
any ¢ > 0, there exists pr € ®p such that pp > ¢ and V(p) +e > V(pr). Fixe > 0
such that X > V(p) + . Then, we can find pp € ®p such that op > ¢ and A >
V(e) +€ > V(pp). Since pp > ¢, we have p_ = ¢ —pp € C_(A(Q2)). Hence, we have

(0.1) € { (5, \) € Bp x R|V(gp) < A} + C_(A()) x {0}. m
Lemma 15 IfV : & — R is monotone and convex, V : C(A(Q2)) — R is conver.

Proof. We show that { (o, \)

€ C(A(Q)) x R|V(p) < A}isaconvexset. Take (¢, \), (¢, \)
€ {(p,A) € C(A(9)) x RI‘)/(SO ’
S
") =

) < A}, where ¢ = op + ¢_ and ¢ = g + ¢ such that

(pr, A), (9, N) € {(prA) € Pr xRV (pr) < A} and ¢, ¢ € C_(A(Q)). For any
€(0,1), V{ap+(1—a)¢) = V(alpr+e-)+(1—a)(pc+¢l)) < Viapr+(1—a)pe) <
aVipr)+ (1 —a)V(pg) < ad+ (1 — a)N, where the first inequality follows from mono-
tonicity of V, and the second inequality follows from convexity of V' : & — R. Hence,

{(p,\) € C(A(Q)) x R|V(p) < A} is a convex set. m
Lemma 16 V : C(A(R2)) — R is normalized, monotone, conver, and continuous.

Proof. The first two properties are already shown. By Lemma 15, V' is convex.

Finally, we show that V' is continuous. Since V : C(A(f2)) — R is convex, by Barbu
and Precupanu [3, Theorem 2.14], it suffices to show that there exists a neighborhood B
at the origin 0 € C'(A(Q)) such that V' is bounded from above on B, that is, there exists
k € R such that V(¢) < k for all ¢ € B. Take any k-neighborhood at 0, denoted by By (0).
For all ¢ € By(0), we have o(p) < sup,ca [p(p)| < k. That is, ¢(p) < k1. Since V is
normalized and monotone, V(p) < V(k1) =k, as desired. =

Since V : C(A(£2)) — R is monotone, normalized, convex, continuous, and V (C(A(2))) =
R, by a minor modification of Strzalecki [30, Theorem 3], V' : C(A(2)) — R is niveloid:
for all ¢, ¢ € C(A(Q)),

V() = V(¢') <sup(p —¢).

Since V' : C(A(£2)) — R is monotone, normalized, and convex niveloid, de Oliveira,
Denti, Mihm, and Ozbek [15, Theorem 1] implies that preference 7 is represented by an
additive cost representation.
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E Proof of Proposition 1

(i) By the definition of v%, we have b%_  (7") > b%ﬂ(wL) > 0 for any v > vf. Thus

)
Weat(v) = B(r5)b%, (7) and Wi n(v) = B(rf)b%,, (7"). The assumption implies
Brt) _ B _ bp(e™) 40
Ar) = bpy(mh) - bp(rh) +v

Note that the function of the form f(z) = {7, where > b and a > b, is nonincreasing
in x. Moreover, b%(7f1) > b (7). Hence,

Brt) o e 4o | B + v B, ()
= BpeE) t o T D)+ 0 b (rh)

that is, B(r")b%. , (7%) > B(x)bY., ("), as desired. For the strict inequality, repeat the
same argument.

(ii) By the definition of v” and v*, we have b}, (7) > 0 > bqjmrv( L) for any v €
[, o). Thus Wpn(v) = B(r)b, (7)) > 0 and W,z (v) = y(7h)b, , (7h) < 0

(iii) By the definition of v”, we have b}, (7*) < b%ﬂ(ﬂH < 0 for any v < v¥. Thus
Wrat(v) = y(m)b, (7) and Wgn(v) = y(x)bf, (7). We show the contraposmion.
The presumption implies

A _ B () bp(t) +o

y(wh) T b () bp() + o

Note that the function of the form f(z) = bf”, where < a and a > b, is nondecreasing in
x. Since b (mH) > bi(nh),

V) _ VRN o B 0 By, ()
A(TE) = D)t o " B+ B ()

that is, y(77)bY, (1) > y(7l)b, (1), as desired. For the strict inequality, repeat the
same argument.

F Proof of Theorem 4

We define V' : & — R as in the proof of Theorem 1. As shown in Lemma 1, V' is monotone,
normalized, quasi-convex, and continuous. Moreover, V satisfies the following property:

Lemma 17 V : &y — R s positively homogeneous.
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Proof. We show positive homogeneity of V. For o € [0, 1],

Viapr) = V(apr + (1 — @)0) = V(par+-a)w})
=U(aF + (1 —a){zo}) = U(af{xr} + (1 — a){zo})
=aU({zr}) + (1 —a)0 =aV(zp).

The second equality follows from linearity of ¢. The forth equality follows from Reference-
Point Independence.
For a € (1,00), denote g = app € Pp. By the above property,

V(er) = V(=96) = ~V(pa) = ~V(ae),

as desired. m
As in (10), V is extended to C(A(f2)). As shown in Lemma 3, V : C(A(2)) — R is

monotone, normalized, quasi-convex, and continuous.
Lemma 18 V : C(A(Q2)) — R is positively homogeneous.

Proof. We show that V' satisfies positive homogeneity. For every ¢ € C(A(2)) and o > 0,
note that

{or € Pl pr > ¢} = {apr € O |appr > ¢ for some g € Op}.

Indeed, take any ¢p from the left-hand side. Since ®p is a cone, 2% € ®p. Thus, o(2F) =
¢r > . By definition, o = (%) belongs to the right-hand side. Conversely, take any
app from the right-hand side. Since app € ®r and apr > ¢, by definition, appr belongs
to the left-hand side, as desired.

For all ¢ € C(A(Q2)) and « > 0, the above observation implies that

Viap) = inf{V(pr)|l¢r € ®r, or > ap}
= inf {V(apr)|pr € Pr, app > ap}
= inf {aV(or)|or € ®r,0or > ¢} = aV (p).
n

W :AAQ) x R - RU{—o0} is defined as in (11), = is represented by a Costly
Subjective Learning Representation.

Lemma 19 For all w € ca; (A(Q)), W (m,t) is homogeneous of degree one in t, that is, for
all o >0, W(m, at) = aW(x,t).

Proof. (i) By Lemma 4 and positive homogeneity of V',
w t)= inf V(p)= inf V(p)= inf V
(m, at) goeg(ln,at) (%) weglg(w,t) (%) <pean(7r,t) ()

=a inf V(p)=aW(r,t).

pEB(m,t)
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]
For notational convenience, given m € A(A(2)), we define a scalar function defined for
all t € R by W, (t) = W (m,t). Since our concern is the infimum, let

dom W, ={t e R|W,(t) > —c0}.
Define II as in (12).
Lemma 20 For all 7 € 11, either dom W, =R or dom W, = R,.

Proof. Take any m € II. Assume that there exists ¢* < 0 such that W (n,t*) > —oo. By
Lemma 7, W (m,t) > W(m,t*) > —oo for all t > t*. On the other hand, for all t < t* < 0,
by Lemma 19,

t t
W(m,t) =W(m, t_*t*) = t—*W(ﬂ',t*) > —00.

Hence, dom W, = R.

Next, assume that there exists no ¢t < 0 such that W(r,t) > —oo. That is, W(m,t) =
—oo for all ¢ < 0. Since 7 € II, there exists ¢* > 0 such that W(m,t*) > —oo. If t* = 0,
by Lemma 7, W(m,t) > W(r,0) > —oco for all t > 0. Thus, domW, = R,. If t* > 0, by
Lemma 19, for all t > 0,

t t
W(m, t) =W(m, t—*t*) = t—*W(ﬂ',t*) > —00.

Moreover, since W (m,t) is upper semi-continuous in ¢,

W(r,0) =l W(r.t) = lim ti*W(w,t*) — 0> —c.
Hence, dom W, =R,. =
By Lemmas 19 and 20, W (7, t) can be rewritten as follows: for all 7 € IT and ¢ > 0,
W(m,t) =W(m,t-1)=tW(n,1) = p(n) - t,
where () := W (m,1). Similarly, for all 7 € IT with domW, =R and ¢t < 0,
W(m,t)=W(m, (—t) - —1) = —tW(m,—1) = y(m) - t,

where vy(7) :== =W (m, —1). If domW, = R, define vy(7) = oo. Thus, for t # 0, W(n,t) is
written as
Wi, t) = B(m) ()" = y(m) ()", (15)
where for t € R, (t)" = max{0,¢} and ()~ = max{0, —t} and —oox 0 = 0 with convention.
In particular, since W (d3,t) = t by Lemma 10, domW;s = R, which implies

B(dp) = (05) = 1. (16)



Lemma 21 For all w € 11, B(m) is real-valued, and f(7) > 0. If domW, =R, v(m) is real
valued, and y(m) > 0.

Proof. Since W (m,t) is real-valued for any = € II and ¢t > 0, §(n) is real-valued. Next,
we show that for all = € II, f(7) > 0. Suppose contrary that there exists 7 € II such that
pB(r) =W(m,1) <0. Fort > 1, W(m,t) =W(m, 1) -t < W(m,1). This contradicts the fact
that W (n,t) is nondecreasing in ¢, shown in Lemma 7.

Similarly, since W (m,t) is real-valued for any 7 € II with dom W, = R, ~(x) is real-
valued. Finally, we show that for all such 7, y(7) > 0. Since (@03, 7) = (0,7) > —1, we
have W (m, —1) < 0. Hence, v(7) = —W(r,—1) > 0. =

The following lemma provides the case of t = 0.
Lemma 22 For any m € II, W(w,0) = 0.

Proof. By Lemma 21, W(r,t) = f(m)t for all t > 0 and 7 € II. Since W(w,t) is upper
semi-continuous in ¢,

W(r,0) = 11{% W(m,t) = 11\1}5 p(m)t =0.

n
Lemma 23 II is closed and conver.

Proof. To show that II is closed, let 7" — 7 with 7™ € II. By Lemma 22, W (zx™,0) > 0.
Since W : A(A(Q2)) x R — R is upper semi-continuous, W (m,0) > 0, which implies
W (m,0) > —oo at m. Hence, 7 € II, as desired.

To show that II is convex, take 7, mo € IT and a € [0, 1]. There exist ¢;, i = 1,2, such
that W (m;,t;) > —oo. Since W is quasi-concave in (7, ),

W(am + (1 — a)m, aty + (1 — a)te) > min|W(my, ty), W(m, ta)] > —oc.
Thus, am + (1 —a)me € 1l. =
By Lemma 22, (15) holds for all ¢ € R. Now, we obtain that

V(p) = max[B(m)({¢, )" = 7(m) (¢, 7)) "]. (17)

mell

Note that V(@) > 0 is equivalent to (¢, 7) > 0 for some 7 € I, and V' (¢) < 0 is equivalent
to (p,m) <0 for all 7 € II.
It follows from (17) that = is represented by

U(F) =V (pr) = max[B(m)((¢r, ™))" = v(7)({er, 7))7]- (18)

mell

To obtain a more explicit form of g and ~, we prepare the following lemma.
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Lemma 24 For all m € 11,

B(m) = inf u(zr) )
{FeF| b (r)>0} (Qp, )

Proof. Since W (m, ) is homogeneous in «, forall 7 € [Tand a > 0, W(7, ) = aW (7, 1) =
af(m). By Lemma 9, for any 7 € Il and o € R

W(r,a)= inf V(p)= inf V(pr)= inf  u(xp).

pEB(m,a) preB(m,a) {F|{pp,m)>a}

We will claim that for any 7 € Il and o € R,

inf  wu(zp) = inf  wu(zp). (19)

{Fl(¢r,m)za} {Fl(pr,m)=a}

Take any F' with (pp,m) > a. For any A € (0,1), let AF' + (1 — X\){zo} be denoted by
AF. Since (par, ™) = M@r, ), for any A sufficiently close to one, (pp, m) > (prp, ) > Q.
Moreover, since V' is positively homogeneous,

u(zr) = V(pr) > AV (pr) = V(Apr) = V(prr) = u(rar).

That is, if F' satisfies (pp,m) > «, u(zp) is not a lower bound of {u(zp)|(pr, ™) > a}.
Thus, (19) holds.
By the above observations,

1
e r) :mf( inf u(xF)):inf—< inf u(w))
{FEF|bi(m)>0} (P, ) a>0 \{Fl(pp,m=a} « a>0 a \ {Fl(pp.m)=a}

— inf 21 (r, ) = B(7),

a>0 v

as desired. m

Lemma 25 For all 7 € 11 with dom W, = R,

- u(rr) u(rr)
v(m) = sup = sup —.
{FeF | b (r)<0} <90F, 7T> {F€F | u(zp)<0} (SOF, 7T>

Proof. Note that for all 7 € IT with domW, = R and a < 0, W(m,a) = —aW(w, —1) =

—ay(m). As in Lemma 24, we have

u(zr) u(zp) | 1 .
sup =sup sup —— | =sup—— inf u(zp)
{F€EF|{pp,m)<0} (op, ™) a>0 {FEF | (pp,m)=—a} —& a>0 \{F€F|{pp,m)=—a}

— sup (—EW(W, —a)) W (m,—1) = y(m).

a>0 «
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From the functional form, () > 0 for any 7 € II implies that V (pr) < 0 is equivalent
to (pp,m) < 0 for all 7 € II. Hence, u(xzr) < 0 is equivalent to (¢p,m) < 0 for all = € II.
This implies that {F' € F|{pp,m) < 0,u(zp) < 0} = {F € Flu(xp) < 0}. Moreover, if
(pp,m) <0, u(xp) <0, (pg,m) <0, and u(zg) > 0, then

u(zg)
(e, ) .

u(rr)
<90F7 7T>

>0 >

Thus, we have that

y(m) = sup uzr) — sup u(rr) _ sup u(zp)

{FeF|(pp,m)<0} <90F, 7T> {FeF|{pp,m)<0,u(zr)<0} <(PF77T> {FeF|u(zp)<0} (@F, 7T>

u
From Lemma 12, IT C II(p). Let

I1* = {7 € 1| dom W, = R}.

Note that 3 is a real-valued function defined on II, while ~ is a real-valued function defined
on IT¥. Note also that TI® # (). In fact, if II® = (), W(r,t) = —oco for all t < 0 and 7 € II.
But, since V' is normalized, for all ¢ < 0,

t=V(t1) = max W(m, (t1, 7)) = max W(m,t) = —o0,
which is a contradiction. Moreover, IT® is convex. Take any 7, 7" € II® and o € [0, 1].
Since W (m,t) is quasi-concave in (7, t),
W(ar + (1 — a)n’, —1) > min[W(r, —1), W(x', —1)] > —o0,

which implies domWry(1—a)r = R. Thus, ar + (1 — a)r’ € II¥,
Extend 8: 11 — R, and v : [I® — R, to II(p) by

. _ u(zp)
T) = inf
Fm {FEF | (opm)>0} (PR, T)
and
v (m) = sup wrr)

{F€F | (pr,m)<0} <(10Fa 7T> .

By Lemmas 24 and 25, 3* = 3 on II and v* = ~ on II®. Moreover, for all = € TI(p) \ II,
by definition of 8*,U(F) > *(m)b%(r) for all F with b%(7) > 0, and for all = € II(p) \ II¥,
U(F) > v*(m)b%(n) for all F with b%(F) < 0. Hence, 8* on II(p) \ II and +* on II(p) \ II®
are in fact irrelevant for the representation. It follows from (18) that the representation
U(F) is rewritten as

U(F) = V(pr) = max [8"(n) (pr, )" =" (m)({er. ™) ]

Finally, we show that £* and ~* have the desired properties.
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Lemma 26
. u(x
v () = sup (zr) :
{FeF | u(zp)<0} <<PF77T>

Proof. The proof is the same as in Lemma 25. Since v*(w) > 1 > 0, the representation
implies that V(¢r) < 0 is equivalent to (¢p,m) < 0 for all 7 € II(p). Hence, u(zr) < 0
is equivalent to (pp,m) < 0 for all w € II. This implies that {F' € F|{pp, ) < 0,u(zp) <
0} ={F € Flu(zp) <0}. =

Lemma 27 §* is upper semi-continuous and v* is lower semi-continuous.

Proof. For each fixed F' with (pp,7) > 0, % is continuous in 7. Since the infimum
function among upper semi-continuous functions is also upper semi-continuous, 5* is upper
semi-continuous in .

Similarly, since the supremum function among lower semi-continuous functions is also
lower semi-continuous, v* is lower semi-continuous in 7. m

Lemma 28 For all m € I1(p), f*(7) <1 and v*(7) > 1.

Proof. Take any lottery x € X with u(x) > 0. Then, ¢, satisfies (@3, 7) = u(z) for all
7. By definition of 5%,

u(z)
gr(m) <~y
(Pfay ™)
Take any lottery x € X with u(z) < 0. By definition of v*,
: u(z)
yi(r) > ————=1.
(Pfays )

|

Lemma 29 (*(65) = 7*(9;) =1

Proof. Since 5*(0;) = 5(d;) and v*(05) = v(05), the result follows from (16).
Lemma 30 For allm,p € ll(p), 7> p = [*(7) < *(p) and v*(7) > v*(p).

Proof. If 7> p, {F € F|b(p) > 0} C {F € F|bl(m) > 0} and (pp,7m) > (¢r,p). By
definition of 8*, we have g*(m) < f*(p).

If 7 > p, it follows from definition of +* that only the denominator, which is negative,
becomes greater. Hence, we obtain v*(7) > v*(p). =

Consequently,
U(F) = V(gr) = max [8"(x) (pr, 7)) = 7" () (e, )]
= max [ (m) (bE(m) = 7" (m) (b () ]

is an optimal waiting representation. Moreover, this is a canonical representation.
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F.1 Necessity

Since the optimal waiting representation is a special case of the Costly Subjective Learning
Representation, it is enough to check Reference-Point Independence.
Take any F' € F and a € (0,1). Since b, () = u(zo) = 0,

U(aF + (1 — a){zo})
= maﬁ([ﬁ(ﬂ>(bgF+(l—o¢){xo}(W))+ — (™) (baFt(1-a){ao} ()]
() (@i () + (1 = a)biag) (7)) T = v(m) (@b () + (1 = )by (7)) 7]
= max[f(m)(abp( )" = (m) (b (7))
= amax[B(m)(bp(7))" — y(7)(bp(7)) "] = aU(F).

mell

= max[

Take any F,G € F and « € (0,1). By the above observation,

UlaF + (1 —a){xo}) > U(aG + (1 — a){zo})
< aU(F) > aU(G)
<~ U(F) > U(G),

that is, the preference U represents satisfies Reference-Point Independence.

G Proof of Theorem 6

By assumption, 7~ admits a canonical optimal waiting representation U (F'). Now assume in
addition that - satisfies Independence of Degenerate Decisions. As mentioned in Section
B.1, the construction of U and V is the same as in de Oliveira, Denti, Mihm, and Ozbek
[15]. They show that Independence of Degenerate Decisions together with the other axioms
implies translation invariance of V' : & — R, that is, V(pr+a) = V(pr)+a for all « € R.
Thus, U(F) = V(pr) = maxen[(7)({(¢r, )T — (1) ({¢r,7))"] satisfies translation
invariance. The extension V on C(A(f2)) satisfies translation invariance because for any
a € R,

V(p+a)=inf{V(pr +a)|pr+a >+ a} =inf{V(pr) + a|or > ¢}
=inf{V(or) |or > ¢} +a=V(p) +a.
It is well-know that if V' on C'(A(Q2)) is monotone and translation invariant, it is Lip-
schitz continuous. This implies that V' on C(A(2)) is uniformly continuous. A slight

modification of the proof of Cerreia-Vioglio, Maccheroni, Marinacci, and Montrucchio [6,
Theorem 5] shows the following:

Claim 8 For all m € A(A(Q)), domW, € {0, R}, and {W, |7 € A(A()),domW, = R}

is nonempty family of real valued uniformly equicontinuous functions.”

"For every ¢ > 0, there exists § > 0 such that |t —#'| < & implies |W (m,t) — W (nm,t')| < e for all t,# € R
and all m € A(A(R)) such that domW, =R.
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Proof. Since V is uniformly continuous, for all € > 0, there exists § > 0 such that if
le =@l <6, [V(p) = V()] S e It € C(A(Q)) with |4 = 1, we have

Vip+0dy) <V(p)+eand V(p—dp) > V(p) —¢ (20)

for all ¢ € C(A(Q)) and ||[¢| = 1. Fix 7 € A(A(Q)). Since 7 € A(A(R2)), there exists
Y € C(A(Q)) such that ||| =1 and (¢, w) > 1/2.8

Given ¢ € C(A(R)), W attains its maximum. Hence, we have that V (¢) = W (7, (¢, 7)) €
R for some 7, € A(A(R2)). Given € > 0, take 0 satisfying (20). Let ¢t € domW, and ¢ € R
with [t — /| < 1/2. We have two cases. First, assume that ¢’ > ¢. We have

W.t)+e= inf V(p)+e> inf  V(p+ ) = inf Vv
(®) pEB(m,t) () Lol {pm<t} (¢ ¥) {e [ {p—0v,m)<t} ()
= inf V(p) = Walt + (0, m) = Wa(t +0/2) > Ga(t') > Wa(t),

{el{p,m)<t+6(,m)}

where the first inequality is by (20), the second inequality follows from (¢, 7) > 1/2 and
Lemma 7, and the rest follows Lemma 7. Hence, we have |W,.(t) — W, (t')| < e.
Second, assume that ¢’ < t. We have

We(t) >Wo(t) > W, (t—056/2) > W.(t —6), 7)) = inf %
(0 2W(t) = Walt = 5/2) 2 Wlt = Swm) = inf V()
= inf Vip) = inf  V(p—0Y)> inf V(p)—e=W,(t)—e¢.
{o| (p+op,m)y<t} () {el{pm)<t} (¢ vz pEB(m,t) () 0

This implies that |[W,(t) — W, (t')] <e.

Now, we show the rest statements in the claim. Take ¢ > 0 and 7 € A(A(2)) such that
domW,, # (. If t € domW,, we have [t — §/2,t + 6/2] C domW,. Hence, domW, = R.
This implies that domW, € {(), R}.

Since given ¢ € C(A(Q2)), W attains its maximum, we have that V(¢) = W (rm,, (¢, 7,)) €
R for some 7, € A(A(Q2)). Thus, we have domW, = R. This means that {W, |7 €
A(A(RQ)),domW, = R} is not empty. Moreover, W, does not take oo for all 7 € A(A(2))
because V is real valued. m

By Claim 8, we have that II = {7 € A(A(Q))|W(t,7) > —oo for some t} = {r €
A(A(Q)) | domW,. = R}. This implies that g(7) = W(1,7) € R and v(7) = —W(—1,7) €
R for any 7 € II. Moreover, by Lemma 23, 11 is closed and convex.

By the property of 3, 5(d;) = 1 and f(w) € [0,1] for any 7 € II. We show below that
if g(m) < 1 for some 7 € II, then f(7) < 0, that is, for all 7 € II, B(w) = 1. Assume
that f(7) = infp % < 1. There exists F' such that (pp,m) > 0 and % < 1. Since

Op + R = Oy, for any € > 0, there exists a menu G such that oo = ¢p — u(xpr) — €. Since
(pp, ™) > u(zp), we have that for small enough € > 0,

(pa,m) = (pp, ) —u(zp) —e > 0.

8For example, one can take ¢ = 1.
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Moreover, by translation invariance,
u(zg) = Viea) = V(er —ul(zr) —€) = V(er) — ulzp) —e <0.

Hence, we have
U(ZEF/)

> inf = B(m).
{F' | {ppr m)>0} (Qpr, ) ()

u(z)
(pa, )
Hence, f(7) = 1 for all = € II.
Turn to the premium function. Note that v(d5) = 1 and () € [1,00) for any 7 € IL
We show that if y(m) > 1 for some m € II, then v(w) = oo, that is, for all =7 € II,
v(m) = 1. Assume that v(7m) = supp ;féx(i)) > 1. There exists F' such that u(zr) < 0 and

0>

% > 1. Since u(zp) < 0 is equivalent to (pp,m) < 0 for all 7 € II, % > 1 implies

(pp,m) > u(zp). Since Pp + R = Pp, for any € > 0, there exists a menu G such that
va = ¢r — (pp, ) —e. Then, we have

(e, m) = (pr,m) — (pr,m) — = —e <0.
Moreover, by translation invariance,
wza) = Vipa) = Vipr) — (pr,m) —& = u(zr) — (pp,m) — <0.
Hence, we have

u(rr) — (pr,m) — € _ u(zg) < sup wer) = y(m).

—€ (e, ™)~ (F|u(@p)<0} (P, T)

By e = 0,0 > (pp,m) > u(zp) implies that y(7) = oo.

As shown above, this optimal waiting representation is reduced to a constrained infor-
mation representation such that §(7) = 1 and y(7) = 1 for all 7 € II, that is, U is rewritten
as

U(F) = maxbp(m).

mell

H Proof of Corollary 4

Since Independence implies Singleton Independence, Aversion to Contingent Planning,
Reference-Point Independence, and Independence of Degenerate Decisions, by Theorem
6, =~ is represented by the constrained information model,

U(F) = max by (m).

mell

Lemma 31 U is mizture linear.
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Proof. Take any menu F' and G and « € (0,1). Let {xr} be a lottery equivalent of
F, that is, {zp} ~ F. Since F ~ {zp} and G ~ {z¢}, Independence implies that
aF +(1—a)G ~afzr} + (1 — a){zg}. Thus,

UlaF +(1—-a)G)=U({azr + (1 —a)zg}) = au(zr) + (1 — a)u(zg)
=aU(F)+ (1 —-a)U(G),

as desired. m

We adopt the same proof of de Oliveira, Denti, Mihm, and Ozbek [15, Corollary 2]. For
all menus F, let C(F") C II denote the set of maximizer of max,er b%(7). Take any F, G,
a € (0,1). Take any 7 € C(aF + (1 — a)G). By definition of 7 and mixture linearity,

aU(F) + (1 —a)U(G) =U(aF + (1 — @)G) = bypi(1—a)c(m) = abp(m) + (1 — a)bg(T).

Moreover, by the representation, U(F') > b%(7) and U(G) > bl (7). By combining aU (F')+
(1—-a)U(G) = abl(m) + (1 — a)b(m) with U(F') > b% (), we have

abp () + (1 = a)bg () = abi(m) + (1 - )U(G),

which implies b (w) > U(G). Together with U(G) > bg(w), we conclude U(G) = b (m).
Thus, 7 € C(G). By the symmetric argument, 7 € C(F'). Therefore, C(aF + (1 — a)G) C

C(F)NC(GQ).
By repeating the same argument finitely many times, we can show the following: For
all menus Fj,i=1,--- ,n,and oy > 0 with >, a; =1,

In particular, we know that N ,C(F;) # (). Since II is compact, by the finite intersection
property of compact sets, it is guaranteed that

() CF) #0.

FelF

Take any 7* which belongs to this intersection. Then, U(F) = b%(n*) holds for all F.
Consequently, (u,{7*}) is a fixed information representation for 2-.
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